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Executive Summary 

Evaluation was central to SELMA’s activities. It has taken the ambitious 

technological research and prototype development to a next level by 

determining its added value, its strengths and weaknesses and room for 

improvement, and - last but not least - its usefulness for the media world, 

our focus user group, for the three use cases, multilingual media monitoring 

and news production, as well as the open-source SELMA system. 

 

This document provides a final update of the evaluation efforts within the SELMA project, 

according to the previously established Evaluation Plan. It describes what has been done in 

terms of assessing the targeted platforms and use cases, as well as individual components. It 

showcases what technology partners and user partners have done and have collaborated on in 

this respect.   

This report describes the overall progress on evaluation in section 2. Section 3 refers to the 

work done on technical testing by the technology partners, on the 13 SELMA components and 

the three integrated platforms (SELMA Open-Source Platform, Monitio and plain X). 
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1. Introduction 

The SELMA project has developed a StrEam Learning for Multilingual knowledge-trAnsfer 

(SELMA) platform, integrating different NLP (natural language processing) tools. More details 

on the objectives were given in D5.1 - Evaluation Plan. 

This document focuses on the execution of the evaluation plan for the SELMA project, as 

described in D5.1 - Evaluation Plan. We will show progress in the evaluation in Y3 done and a 

general overview of what has been achieved on evaluation at different levels: 

• individual components 

• integrated platform and demonstrators 

• targeted use cases and use case applications 
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2.  Evaluation Plan and Progress Made 

This section provides a broad overview of the evaluation activities in Year 3, as well as a final 

overview and status.  

The principal objective is to ultimately develop technologies and tools that are stable, easy to 

use, flexible and expandable.    

As outlined in the Evaluation Plan, SELMA partly builds upon proven prototypes, in particular 

the SUMMA platform for monitoring and the plain X platform for content creation and 

adaptation. It extends these with continuous transfer learning capability from external data 

streams and user feedback, resulting in a system that becomes better with increased use, capable 

of ingesting massive amounts of different sources (news, internet feed, social media, etc.), and 

produce well-organized and topic-driven information that facilitates the propagation of key 

information to the end users.  

The main evaluation objectives we are pursuing are listed in the following table, with an 

indication of those objectives that have been evaluated during the reporting period.  

 

# Evaluation Objective  Achieved 

1 Evaluate the outcomes of the novel methods for training (and updating) machine 
learning/deep learning models for multiple speech and language tasks 
continuously. 

Y 

2 Evaluate and benchmark the outcomes of the newly developed unsupervised 
multilingual language models for all 30+ project languages. 

Y 

3 Evaluate the improvement of downstream tasks like entity recognition and 
linking, topic labelling, clustering, transcription, abstractive news 
summarization, automatic post-editing in all 30+ languages. 

Y 

4 Evaluate different clustering algorithms. Y 

5 Evaluate outcomes of knowledge transfer across tasks in situations with 
asymmetrical amounts of resources between languages and tasks, particularly 
low resource languages. 

Y 

6 Evaluate the newly developed data analytics methods and visualizations for 
improving the readability and access to information in order to boost and 

Y 
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facilitate the decision-making process of media monitoring analysts and any 
global end-user in terms of accuracy and usefulness. 

7 Evaluate functionality, usability and user acceptance for media monitoring 
workflow. 

Y 

8 Evaluate functionality, usability and user acceptance of the multilingual content 
production workflow, particularly the multilingual transcription and translation 
models trained within the SELMA platform to enable an editorial production 
and content re-use workflow for 30 languages. 

Y 

9 Evaluate overall media monitoring workflow for analytics for decision-making 
by media professionals 

Y 

10 Monitor, validate and evaluate the outcome of the newly developed user 
feedback input and self-learning workflow for the improvement of the deep-
learning model. 

Y 

11 Evaluate whether the usage of the integrated workflows enabled by the SELMA 
platform will measurably improve the ease of multilingual content monitoring 
and creation. Evaluate the overall acceptance of the novel tools and workflows. 

Y 

Table 1 Evaluation Objectives 

Basic Component Overview 

The following table provides an updated list of components developed and assessed within the 

project. 

Component Partners involved in development and 

assessment 

1. Automated Speech Recognition 

(ASR) 

LIA, FhG, IMCS, Priberam, DW/users 

2. Machine Translation (MT) LIA, FhG, IMCS, Priberam, DW/users 

3. Summarization Priberam, IMCS, DW/users 

4. Named Entity Recognition (NER), 

Named Entity Linking (NEL) 

LIA, Priberam, IMCS, DW/users 
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5. Post-editing LIA, FhG, Priberam, IMCS, DW/users 

6. Clustering Priberam, FhG, IMCS, DW/users 

7. Topic detection Priberam, FhG, IMCS, DW/users 

8. Speech synthesis LIA, FhG, Priberam, IMCS, DW/users 

9. Story segmentation FhG, Priberam, IMCS, DW/users 

10. Punctuation & TrueCasing FhG, Priberam, DW/users 

11. Speaker Diarization FhG, Priberam, DW/users 

12. Speaker Recognition FhG 

13. Graph Orchestrator platform Priberam 

14. Monitio platform* Priberam, DW/users 

15. plain X platform* Priberam, DW/users 

16. SELMA OSS platform* IMCS, DW/users 

*full platforms with integrated components  

Table 2 Basic Component Overview 

The expected TRL (Technology Readiness Level) for each of the technologies or components 

has been achieved or exceeded, as can be seen in table13 in D6.6 (Final Impact Report), section 

5.6. 

Detailed Component Evaluation Tracker 

The Evaluation Excel Sheet below shows an updated status and keeps track of the evaluation 

activities at the different levels and by the different consortium partners. This table served as 

our main evaluation tracking tool. It lists the components developed and evaluated within the 

project, with details on what aspects are the focus per partner and what kind of evaluation is 
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planned. It functioned as a live document and was continuously updated and expanded 

throughout the project. It contributed to the Basic Component Overview as displayed above. 

Below is a screenshot of the updated Excel sheet containing the Evaluation Tracking sheet: 

 

Figure 1 Screenshot of Updated Excel Sheet with Detailed Evaluation Plan  

Test Users and User Group 

The test user group contains primarily DW media professionals, selected based on their 

language proficiency and use case interest. Thus, specific groups have been formed for NLP 

benchmarking, media monitoring, news production, diversity analysis, podcasting and speech 

synthesis, for instance. We involved users from the Arabic, Serbian, Turkish, Brazilian, 

Indonesian, Kiswahili departments, as well as the Archive and Documentation Center, the 

Business Department and the Technology Strategy Department. In addition, a test team 

consisting of Priberam clients, such as EMBRAER, AICEP and LUSA, have also evaluated the 

SELMA enhancements to the integrated platforms Monitio and plain X. 
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The project has also set up a User Group of 31 members, from the EBU, SWR, ARTE, RAI, 

BBC, EuroNews, Prisa, EMBRAER, AICEP, and research organizations such as the University 

of Edinburgh and the University of Tilburg. The members of the User Group and Advisory 

Board, a subset of the User Group, were informed about how the project advanced, had access 

to some of the platforms, participated in the meetings and some actively participated in the 

trials.   

Three User Events were organized in the course of the project during which user feedback was 

gathered. The first (hybrid) User Day at Deutsche Welle took place in Bonn on 12 October 

2022. This hybrid event included presentations of the SELMA progress over the first project 

half. We had up to 60 participants in the remote sessions (presentations and panel discussion) 

and 20 in the onsite workshop and demo sessions in the afternoon. The remote sessions allowed 

members of the audience, including those from the official SELMA User Group, to comment, 

ask questions, and provide suggestions. This opened up the view and allowed for some new 

directions. More details on the first SELMA User Day can be found in D6.4 - Interim Impact 

Report. 

A second SELMA User Day was organized in the framework of the Festival IA Conference, 

coordinated by LIA. It was a two-day on-site event in Avignon on 14-15 November 2023 and 

included presentations as well as demos for participants from the research community, 

government and industry.  Details can be found in D6.6 - Final Impact Report. 

Towards the end of the project, a final User Event was organized on 21 March 2024, this time 

fully virtual. The event with almost 40 participants including members of the user group 

allowed us to obtain feedback from our user group as to the prototypes and the applications 

built upon the SELMA technologies. This is further described in D6.6 - Final Impact Report. 
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Figure 2 Invitation Banner to the Final User Event 
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3. Technical Testing 

This section addresses technical testing for individual components as well as integrated 

platforms and demonstrators. We mainly list the components and platforms that are subject to 

technical testing.  

Details on specific technical testing are reported in the respective technical deliverables: 

• D1.4 Final Prototype Report  

• D2.7 Final progress report on continuous massive stream learning 

• D2.8 Final release of continuous massive stream learning tools 

• D3.7 Final report on speech and natural language processing 

• D3.8 Final release of speech and natural language processing tools 

• D4.4 Final platform release with full continuous massive stream learning capabilities 

SELMA NLP components developed by the University of Avignon (LIA), Fraunhofer (FhG), 

Priberam, and IMCS are primarily tested on their own, sometimes with a special UI. The 

purpose is to validate that the software of the component performs as expected. This first-level 

testing is done by the developing partner and precedes integration testing.  

Evaluation of the 16 components listed in Table 2 - Basic Component Overview started in Year 

1, intensified in the second project year, and was finalized in year 3. An overview is provided 

below, with full details available in the respective technical deliverables. 

• Component 1: ASR – D3.7 Final report on speech and natural language processing; 

D3.8 Final release of speech and natural language processing tools; D4.4 Final platform 

release with full continuous massive stream learning capabilities 

• Component 2: MT – D3.7 Final report on speech and natural language processing; D3.8 

Final release of speech and natural language processing tools; D4.4 Final platform 

release with full continuous massive stream learning capabilities 

• Component 3: Summarization – D2.7 Final progress report on continuous massive 

stream learning; D2.8 Final release of continuous massive stream learning tools; D4.4 

Final platform release with full continuous massive stream learning capabilities 
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• Component 4: NER/NEL – see D2.7 Final progress report on continuous massive stream 

learning; D2.8 Final release of continuous massive stream learning tools;  D3.7 Final 

report on speech and natural language processing; D3.8 Final release of speech and 

natural language processing tools 

• Component 5: Post-editing of ASR and MT – see D3.7 Final report on speech and 

natural language processing; D3.8 Final release of speech and natural language 

processing tools 

• Component 6: Clustering – see D2.7 Final progress report on continuous massive stream 

learning; D2.8 Final release of continuous massive stream learning tools 

• Component 7: Topic Detection – see D2.7 Final progress report on continuous massive 

stream learning; D2.8 Final release of continuous massive stream learning tools 

• Component 8: Speech Synthesis – D3.7 Final report on speech and natural language 

processing; D3.8 Final release of speech and natural language processing tools; D4.4 

Final platform release with full continuous massive stream learning capabilities 

• Component 9: Story Segmentation – D2.7 Final progress report on continuous massive 

stream learning; D2.8 Final release of continuous massive stream learning tools; D4.4 

Final platform release with full continuous massive stream learning capabilities 

• Component 10:  Punctuation & TrueCasing – D3.7 Final report on speech and natural 

language processing; D3.8 Final release of speech and natural language processing tools 

• Component 11:  Speaker Diarization – D3.7 Final report on speech and natural language 

processing; D3.8 Final release of speech and natural language processing tools 

• Component 12:  Speaker Recognition – D3.7 Final report on speech and natural 

language processing; D3.8 Final release of speech and natural language processing tools 

• Component 13:  Graph Orchestrator platform – D2.7 Final progress report on 

continuous massive stream learning; D2.8 Final release of continuous massive stream 

learning tools; D4.4 Final platform release with full continuous massive stream learning 

capabilities 

• Component 14: Integrated Monitio platform – see D1.4 Final prototype report; D4.4 

Final platform release with full continuous massive stream learning capabilities 

• Component 15:  Integrated plain X platform – D1.4 Final prototype report; D4.4 Final 

platform release with full continuous massive stream learning capabilities 



   

 

 

SELMA - D5.3 Final Evaluation Report 17 

• Component 16: Integrated SELMA OSS – D1.4 Final prototype report; D4.4 Final 

platform release with full continuous massive stream learning capabilities 

The final status per component can be found in more detail in the deliverables listed above.  
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4. User Evaluation  

User Evaluation has taken place at several levels. We evaluate the individual components in 

close cooperation with the developers, at platform level (SELMA OSS, Monitio and plain X) 

with new SELMA components integrated through their new or enhanced functionalities, as well 

as through the use cases and use case applications.  

In Y3, Usability testing - pursuing the five E’s: effective, efficient, engaging, error-tolerant and 

easy to learn (https://www.wqusability.com/) - was the focus, both at platform and use case 

level.  

Thus, the SELMA OSS, Monitio and plain X platforms with new or updated SELMA features 

and functionalities, and the use case applications, including podcasting and diversity 

applications, were at the core of the user evaluation efforts. Concrete and measurable feedback 

on usability was obtained through testing, regular use, user observation, questionnaires, and 

interviews.  

A major part of the assessment is through interaction with the users actually working with the 

systems and providing feedback, then changing settings or suggesting enhancements, and 

implementing them in the platforms and applications. Some of these interactions or suggestions 

are described in the sections below.  
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4.1 Integrated SELMA OSS 

In Year 1, it was decided to add an extra use case, i.e., UC0, enabling SELMA’s open-source 

software (OSS) components to be made accessible via a unified API under the umbrella of use 

case 0. Several UIs and tools were made available through the OSS platform and initial testing 

of those UIs and tools was done in the first year. 

This API offers the possibility to evaluate individual components through command-line tools 

and more advanced user applications.  

In Year 2, improvements on the OSS tools were further evaluated, including the basic 

transcription-translation-speech synthesis workflow in this UI. New NLP engines were added, 

including the speech translation developed by LIA and the DW customized Brazilian voices. 

This workflow was tested from a user point of view, in terms of ease of use, easy access, speed 

and language coverage. It is considered useful as a low-threshold tool for demoing this kind of 

workflow and a basic view of automation of NLP processes, but is limited for choice of engines 

(only OSS engines). That is acceptable because of the purpose of the OSS, while a more 

sophisticated platform with a variety of additional commercial engines is available through 

plain X.  

In addition, two components of the SELMA OSS were evaluated for user applications using 

the command-line API. 

First, low-resourced language translation modules from the GoURMET – Global Under-

Resourced Media Translation – a Horizon 2020 project – in which Deutsche Welle participated 

and which ended in March 2022 - were made available on-demand through SELMA’s 

DockerSpaces orchestrator. This enabled DW as end user to try out and put the MT engines 

coming from this EU project (Grant agreement 825299) to use. All 16 engines were integrated 

into the SELMA OSS.  The engines were installed in SELMA as dockerized modules. 

A command-line tool allowed us to put the system through its paces by sending repeated 

translation requests for a variety of source and target languages. The following figure shows 

the number of words per seconds for various source/target language pairs that the system 

managed to translate. Running the script repeatedly allowed us to test the orchestrator’s stability 

and dependability, while highlighting areas that required improvements. 
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Figure 3 Benchmarking of GoURMET modules with SELMA OSS 

The GoURMET evaluation was extended with a Word Cloud analysis application. This iOS 

application was developed by the DW SELMA project team. It starts with a batch translation 

of a selected set of texts, translated by selected engines, in this case the GoURMET dockerized 

modules in SELMA OSS. The translations were automatically retrieved and a subsequent 

analysis for content focus was done, resulting in a Word Cloud output. This allows us to do 

automated batch processing of selected source documents for a topical content analysis.   

 

 

Figure 4 Word Cloud application in SELMA OSS  
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The following screencast shows how the Word Cloud application works:  

https://www.youtube.com/watch?v=ejNTUd9Tda0 

Second, the Podcast creator application uses a similar DockerSpaces API to convert news 

bulletin texts to Brazilian speech. Again, this allowed us to highlight areas where either the 

text-to-speech Docker module needed updating or the Orchestrator’s stability required 

improvements.  More details on the Podcast creator evaluation are given in section 4.5. 

In Year 3, we continued to try out the orchestration in UC0 and the SELMA Dockerspaces, did 

a comparative analysis and looked for additional applications.  

We looked at the SELMA OSS from the user point of view, for potential use. We accessed it 

in two ways: through the UI (https://selma.ailab.lv/#) and through the API.  

In terms of usability, for the regular, non-technical user, the overall OSS UI is quite technical 

and can be somewhat overwhelming, as it is a gateway to a large variety of services. It makes 

a lot of functionality accessible to the user. It is good to have such an overview, but it is not the 

everyday UI a professional editor is used to. However, that is not the primary objective, it is 

not set up to be a permanent, widely used UI for a professional environment. It is an example 

of what the system could look like if the open-source software is installed by interested users.    

The core NLP process providing a very basic transcription-translation-voice-over workflow 

serves its purpose: it is a simple, extremely transparent, UI, running these three processes, 

without need for further explanation or training.  

We evaluated the overall NLP processes through this UI (selma.ailab.lv), and compared it with 

the plain X workflows. 

Interface  

In the SELMA OSS, all functionalities are available directly in the main interface. Users upload 

a video file using the Upload Video button. To translate a text, they need to select the right 

source language and target language. To select a specific engine for translation, the user needs 

to click on the arrow next to the Transcription button to get a list of available engines. The 

platform also uses knowledge-specific keywords (for example, TTS for text-to-speech). 
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Figure 5 SELMA OSS Interface 

Overall, the SELMA open-source platform requires some prior knowledge to be able to use it 

effectively but is straightforward to use and therefore easily adaptable to other use cases.  

In plain X, users are guided through the addition of items or the creation of tasks. The UI clearly 

shows where and how to add an item and to create a task. The color coding is also clearly 

presents and helps users to situate themselves in the platform.  

 

Figure 6 SELMA OSS Interface 
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This setup allows users to quickly understand how to navigate the platform and how to create 

tasks. However, it also limits its flexibility and its application to other use cases.  

Upload of a video file 

In SELMA OSS, users can upload a video and get a transcription back. A major feature is the 

automatic detection of the source language: users don’t have to select the source language of 

an item manually.  

The upload and transcription are fast: for a video of 5 minutes, the upload and transcription of 

the video happened in less than 1 min. The user cannot choose which engine or provider to use 

for a transcription. 

 

 

Figure 7 SELMA OSS Upload Function 

Uploading a video in plain X requires more time. A key difference between the two platforms 

is that in plain X, the user needs to select the source language as well as the appropriate variant. 
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Figure 8 plain X Upload Function 

They can also choose which provider to use for their transcription task and whether to activate 

the diarization (speaker segmentation) or not. 

 

 

Figure 9 plain Transcription Options 
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The upload and processing of the same video item is slightly longer in plain X than in SELMA 

OSS. The transcription takes significantly more time on plain X.  

 

 

Figure 10 plain X Transcription Time Needed 

Translation 

SELMA OSS and plain X both offer translation as a feature. In both platforms, users can choose 

which engine to use. The choice is larger with plain X, where commercial providers are also 

available. For example, for a translation from French to English, plain X offers 4 different 

providers (Azure, Deepl, Google, Facebook) whereas SELMA OSS gives the choice between 

two open-source models (M2M-100 from Facebook or HuggingFace models).   

In terms of speed, both platforms are similar and provide a translation from text in less than a 

minute.  
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 Figure 11 SELMA OSS Translation 

 

 

Figure 12 plain X Translation 

Voice-Over 

Both platforms can create voice-overs from a translated text.  

In SELMA OSS, users can create a voice-over by using the “TTS” button. They do not have a 

choice in which provider or synthetic voice to use.  

In plain X, users can choose from different providers and synthetic voices.  
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Figure 13 plain X Voice-Over Functionality 

For this task, plain X performs significantly faster. The voice-over creation for a 5-minute video 

took less than a minute. In SELMA OSS, for the same video, the creation of a voice-over took 

double the time.  

Export Options 

In SELMA OSS, the transcription and the translation can only be downloaded in a SubRip (.srt) 

format. The voice-over is downloaded in a WAVE (.wav) format.  

For each task in plain X, users can decide in which format to export the task. The different 

formats available in plain X are:  

• Transcription: Plain Text (.txt), SubRip (.srt) 

• Translation: Plain Text (.txt) 

• Subtitles: WebVtt (.vtt), SubRip(.srt), Plain Text (.txt),  AVID (.avid), EBU STL (.stl), 

AdvSS (.ass) 

Overall, the SELMA OSS output is more suitable for integration within other platforms. For 

example, the translation output is integrated in the Benchmarking tool. In plain X, users have 

the choice to use formats that they are more familiar with. Standard formats can also be more 

easily integrated with 3rd party applications. 
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Figure 14 Export formats in plain X 

As to the quality output and usefulness, we have to take into consideration that the SELMA 

OSS is a public platform and costs need to be minimized. Using expensive engines would drive 

up costs very fast. Therefore, we must keep in mind that free, open-source engines are used, 

e.g. HuggingFace or M2M-100 from Facebook for MT, with a quality that is generally not 

comparable with commercial services. Whisper is used for ASR, and transcription quality 

differs widely according to language.  

MT and ASR quality assessment is part of our benchmarking effort, and the quality output 

would be similar for one and the same engine, regardless of the platform, whether we have 

processed it through plain X or through SELMA OSS. We confirmed this with a benchmarking 

assessment. Of course, a more advanced platform like plain X offers more providers with high-

quality engines, resulting in a higher output quality. 

Accessing the OSS via API was used by the DW Speaker and Podcast Creator applications. 

More specifically, the OSS platform hosted the services dedicated to converting text into 

synthetic speech in Brazilian Portuguese and Urdu. First experiments with the API revealed 

instabilities in the system that could later be reduced to a minimum. Once stabilized, the API 

showed itself to be very responsive, returning the generated audio files after an acceptable 

processing time. As an example, it took 17 seconds to generate the speech for a 3-minute long 

news bulletin in Urdu. 
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We can conclude that the OSS serves the user that is looking for a very simple, easy to access, 

non-technical, tool for transcription, translation or voice-over, especially if that is an online 

system. As long as there is a (free) online service, that is easiest for the non-expert user. 

However, this is not foreseen as a long-term objective of the SELMA project. If it is not 

available online, they will have to download it and install it on their computer, which many 

users will refrain from doing. 

For SMEs and user groups that are not specialized in language technologies or require advanced 

and high-volume NLP processing, this open-source very simple software kit may be the low-

cost and simple solution for ad-hoc processing. It is flexible, as other engines can be connected 

to the system and it can run on a simple CPU. It may also serve as a first acquaintance with 

such a language processing workflow and users may upgrade to a fully professional system in 

time. 
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4.2 Monitio  Demonstrator 

The Monitio platform is the main demonstrator for the first use case (UC1), multilingual media 

monitoring, as described in D1.1 - Use Case Description and Requirements.  It scans a wide 

collection of media items and provides a sophisticated filtering and  automatic analysis system, 

producing a selection of clustered news items  by topic or another common attribute, according 

to the user’s preferences.  

In Year 1, the platform was introduced to the consortium and requirements and user scenarios 

were set. It was decided which NLP enhancements to the tool were needed and were within the 

scope of the project and the consortium. In particular improvements as to integration, analysis 

speed, named entity recognition and linking, building dictionaries and integrating thesauri, 

incorporating user feedback mechanisms, and user interfacing were addressed.  

Throughout Year 2, Deutsche Welle tried out the Monitio platform and provided feedback on 

the overall UI, functionalities, ease of use, transparency and consistency. We discussed possible 

use cases internally with media professionals, setting priorities and suggesting changes. Content 

feeds were provided by Deutsche Welle and integrated into the platform. After numerous trials, 

it was decided that the newsletter production is a prime goal for wider distribution and 

translation of the headlines and cluster summarizations into the user’s preferred target language. 

Detailed input on functionalities such as filtering, search parameters, language settings, was 

given. The focus on text analysis makes sense, but the content ingestion should be expanded to 

include video and audio formats. YouTube videos were added in this reporting period on user 

demand. A renewed UI was developed towards the end of the year and testing is currently 

underway, with regular feedback. 
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Figure 15 Example of feedback on the Monitio functionalities 
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Year 3 included a thorough and wide user evaluation of the updated/finalized platform, with 

different departments, including DW Archive and Documentation for specialized searching, 

retrieval and integration, and editorial language departments for internal monitoring of DW 

content and creation and use of customized Monitio Newsletters.  

NER and topics were enhanced. We now have a hierarchical presentation of the topics, which 

was a key user demand, as it makes the use of topic labeling much more powerful. This opens 

up the possibility of eventually integrating the hierarchical internal topical database that DW 

uses.  It is essential to have a consistent, structured, and wide-ranging set of topics and 

keywords, to arrive at effective searching and clustering.  

 

 

Figure 16 Hierarchical topics list as requested by users 

Also the annotation of named entities in the article text or the transcribed text is considered 

very helpful, as we can easily scan the content that way. It would be good if that annotation can 

also be applied to the translation, as now it is lost after translation. 
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Figure 17 Named Entity annotation in the text is very helpful 

The Monitio NER analysis tool was made available via API and the DW team uses it for NER 

benchmarking in ASR output (see the section on Benchmarking). It is also being considered for 

use to train the English live subtitling system currently in use at Deutsche Welle and this NER 

tool could provide regular (e.g. weekly) regular input to train the ASR engine.  

It is considered a great improvement that we can now set up an advanced, customized search 

strategy, which we can save and share and run on a regular basis. We can put that in a standard 

report, add an interactive chart, and generate and publish it as a regularly occurring newsletter 

distributed to certain departments or user groups. It was essential that the search strategy had 

all the functions of advanced searching, including free text used as keywords. This was the kind 

of feedback loop from the user partner to the developers that has resulted in an enhanced and 

usable tool. As a result, we can filter on any language, date, source, and add a series of topics 

or free-text keywords with Boolean AND or OR. This is now also presented in a transparent, 
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user-friendly way. Initially, it was not possible, then it was enabled with a somewhat obscure 

trick, and, finally, well integrated in the UI, clear to the user. 

 

 

Figure 18 Customized advanced saved search strategy 

The platform was evaluated by several user groups at Deutsche Welle. The first group were 

specific editorial departments, e.g. Hindi and Urdu language departments, who assessed it in 

terms of usability, ease of use and further requirements. Their interest was mostly on the use of 

the platform for external monitoring: a daily digest of what was published in the media 

(including websites, newspapers, social media, etc) in their regional coverage, for instance in 

India. A search strategy can then be set up, saved, run and displayed at the daily briefing to 

determine what articles should be produced that day/the next few days. Their assessment of the 

tool was that it was easy to use, clear, and can be used immediately if the external sources that 



   

 

 

SELMA - D5.3 Final Evaluation Report 35 

they need can be added to the platform. This request – and a list of required sources – has been 

forwarded to Priberam. The issue is licenses for monitoring such sources. A solution that has 

been discussed is to restrict access to the content by making it only available as a link to the 

original source, which would work for this use case. A transcription and translation could be 

made searchable and readable in full text. Translation in this use case is not essential, as native 

speakers would do this kind of monitoring. 

Another user group provided extensive feedback and a set of requirements also in the area of 

external monitoring, but for different purposes. They were looking for certain trends or biased 

content in particular sources for trustworthiness or finding/excluding (un)reliable content.  This 

led to the request to enrich the saved search strategy option and make it more advanced and 

flexible. This search strategy function is now considered adequate. Also here, the issue of 

external sources needs to be solved before Monitio can be used for such use case for real.  

The SELMA podcasting app (see details later) also extracts content from Monitio to compile a 

list of news texts based on a saved strategy. This is an example of automated media monitoring 

and the result of extensive trial and error, with ultimately a very nice outcome. 

The third user group looked at internal monitoring, analyzing DW content that is present in 

the database. The first requirement that was passed to the developer, Priberam, was that we 

need to cover virtually all of DW content, in all formats, from all channels and in all languages 

to make this into an efficient internal monitoring tool. Especially transcription of videos and 

audios was essential. Initially, only YouTube could be transcribed, with a considerable delay 

in time. Content on DW’s regular website (www.dw.com) only included text articles in full and 

metadata without transcript for videos. That was not sufficient. Gradually, more sources, 

channels and languages were added, videos that were embedded were included, and all video 

was transcribed and translated into English. This makes the platform an extremely powerful 

tool in which all DW content, and over several channels and sources, in any language can be 

monitored. Translation into English is essential here, as the monitoring users obviously do not 

master all DW covered languages (currently 32). 
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Figure 19 Users can now get translated video transcription for all languages 

This user group included archivists and staff from the strategy departments and overall 

management. Currently, YouTube and dw.com content is covered. Additional channels such as 

Facebook, TikTok and Instagram would complete the picture.  

There are many use cases for this kind of internal monitoring, for instance, management getting 

a daily overview of what was published the day/week before, archive running searches on 

specific topics over the past year, journalists looking for content on a certain topic from other 

language departments for research or reuse (this is quite hard to get at the moment). The 

combination of transcription and translation of audio and video content, allowing analysis, 

search and retrieval over historic content in all DW languages opens up many doors to efficient 

monitoring.   

The Trending Entities module offers a very useful feature for DW that was not initially 

foreseen by the developers. In addition to getting a list of trending topical keywords or named 

entities, a filtering on language only provides a very useful and up to date overview of the 
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volume or productivity of DW language departments over time, as well as an indication of the 

most trending topics in that language.  

 

Figure 20 Overview of productivity per language using Trending Entities 

The enhanced Clustering feature was tested throughout the coverage period, as it is part of the 

general search and demo activities. It offers a solution to a specific user demand to find 

duplicate (or near duplicate) content in one language or over several languages. This allows us 

to identify items that have been published on different channels and thus determine the 

productivity and reuse of the content. That is also why it is important to include as many 

distribution channels as possible (including social media channels).  This is  now possible with 

the “duplicate”  and ”disaggregate duplicates” buttons. An extended request in this regard is to 

expand this to locate duplicates over different languages, so that we can find which items have 

been published in different language channels. Similarly, this function is also used the other 

way around: to avoid duplicates, so a search result does not come up with different versions of 

the same item.   
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Figure 21 Users can find (near-)duplicates or exclude duplicate content 

Conclusion: Throughout the project time and especially during the final year, several user 

groups at DW – and some other groups, such as the German public broadcast association and 

the EBU, as well as potential clients in Spain and Portugal  – participated in demos or trials of 

Monitio. It was usually met with great appreciation, and users find it a very powerful platform, 

especially because of its multilinguality, advanced analysis and clustering functioning, which 

they have not seen in other platforms. It has turned into a tool with many opportunities and 

suitable for different use cases. It has demonstrated the benefits of analyzing an organization’s 

own content. If we can solve the issue of licenses/right restrictions for external sources and 

include those, also the external monitoring is off to a good start.   
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4.3 plain X Demonstrator 

In Year 1, we established the requirements, scenarios and evaluation plan for the content 

creation use case (UC2), with the plain X demonstrator as the prime target platform. In this 

period, we determined the initial status of the newsbridge/plain X platform, which has been 

developed over several years and is a platform which is being further jointly developed and 

exploited by Priberam and DW. It targets a smooth workflow for multilingual transcription, 

translation, subtitling and voice-over with synthetic voices. User requirements, workflows and 

enhancements that can be developed within SELMA were discussed. 

Year 2 focused on evaluating envisaged integrated enhancements, including ASR modules, 

speech-to-translated-text and customized synthetic voices for Brazilian Portuguese, all modules 

from the University of Avignon. End users started evaluating the output and comparing it with 

other processes and tools. This is described in D5.2, sections 4.7, 4.8, and 4.9.  

 

 

Figure 22 Brazilian customized voices in plain X 

In Year 3, we focused on overall usability as well as new features that were developed or 

became available for evaluation.  
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As the platform matured and more users started working with the system, new requirements 

came up. Of course, not every user demand can be met or is even justified or appropriate. Each 

request or suggestion was considered, discussed and, if accepted, added as a ticket.  

Through the continuous testing of the platform by DW’s editorial departments – as well as some 

other clients - and the collected feedback, major feature requests emerged during this project, 

resulting in the following enhancements:  

4.3.1 Diarization 

Users that specialize in transcription expressed the wish to add diarization to the transcription 

tool. Especially those that worked previously with Amberscript said they missed that function. 

Therefore, we added diarization as a function in plain X, requiring an important re-work of the 

UI. In first instance, this is only available for those providers that have that option in their 

transcription tool, such as Amberscript and Azure. The plan is to have this expanded to other 

providers/engines as well. In the meantime, users have the option of getting speaker labels if 

they select the engines that include this, and we were able to try out and use this function in 

production and get further user feedback.  

 

Figure 23 Enabling diarization when creating the task 

When creating the task, the user can indicate whether they want segmentation only based on 

speaker labels or speaker labels combined with punctuation. This was also a specific user 

request, as the option with only speaker labels presents the text in paragraphs per speaker. This 

is used when preparing a transcribed text (possibly with subsequent translation) for (re)voicing. 

The text is then neatly arranged per speaker occurrence. This is also a useful format for 
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interviews or panel discussions. The other option, i.e., speaker & punctuation, is most suited for 

subtitling. 

When selecting diarization during the transcription creation task, the system asks for the 

expected number of speakers. It seemed odd initially that the speaker has to indicate this instead 

of the system detecting it, but some of our editorial users, in particular those very familiar with 

using Amberscript, confirmed that this is common procedure and this is not an obstacle for using 

it. Thus, the user indicates whether there are 2 or 20 speakers, for instance, and the engine uses 

that input as a basis for the diarization. It can, however, adapt this if more or fewer voices are 

detected. But an approximate number is needed to get a good labeling output. 

As for the accuracy of the speaker labeling, we performed some comparative tests on how well 

the two engines that do diarization in plain X recognize the speaker occurrence and shift. We 

did this for English and German. Amberscript seems to perform slightly better in those 

languages, but, overall, both are fairly comparable. A correct indication of expected speakers is 

vital for both systems, however. Otherwise, the output shows speaker switches while the same 

voice continues speaking or two or more speakers get the same label.    

The diarization function also allows the user to customize the labels themselves, so the initial 

labels of Speaker 1, Speaker 2, etc. can be replaced by the names or a description of the speaker. 

This can be a one-time change, for one segment, or for all segments in the entire document, so 

that consistent naming is applied in an efficient manner. Adding names or descriptions is also 

important during the transcription editing process, as it is easier to track a recognizable label 

than a very generic one, especially when editing a long-form video or audio with many speakers,  

Otherwise, the editor easily gets lost in tracking speakers. 
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Figure 24 Speaker labels with renaming option 

4.3.2. New Engines or Providers 

Overall, we have investigated and evaluated new providers throughout the project. This was 

important as new engines came up that covered low-resource languages that did not have any 

(usable) provider, such as Pashto (one of DW’s languages). Once the engine is found to be 

adequate for DW’s use case, it was implemented in plain X by Priberam. The respective editorial 

department is then informed and asked to evaluate it. This includes, for instance, LESAN engine 

for Amharic ASR and Whisper3 for Pashto ASR. 

Of course, we added specific SELMA engines, such as the AST (automatic speech translation, 

speech-to-translated text) engine French-English, French ASR, and customized voices for 

Brazilian Portuguese and Urdu (see section 4.13).  

4.3.3 Subtitling Templates 

Subtitling templates were enabled and enhanced during the final year. This gradually increased 

from basic settings, to being able to edit and delete the templates and use more settings, 

including exact positioning and color of font and background. 

Users with a higher access level, such as workspace managers, can create, edit and delete the 

templates. All users can select and apply the templates. 

We gathered input from our users, editorial departments and design departments on 

requirements for approved subtitling settings and design. Certain departments needed 
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customized settings for distribution to other organizations, with, for instance, a different subtitle 

length (e.g. 32 characters in lieu of the regular 35).  

We created, for example, a template to be used when inserts are displayed on the screen. The 

special template “above inserts” puts the text immediately above the insert, so that the inserts 

are not covered by the subtitle. The user has the choice of selecting such templates for single 

segments only or for the entire document. They could decide to use the “above inserts” template 

for the entire video, to avoid the subtitles shifting position. That also saves time, as individual 

segments do not need to be adapted. This is obviously also determined by the house style.  

 

  

Figure 25 Subtitle covering the insert 

Below is an example of an instance where the insert is not covered by the subtitle, by using a 

suitable template. 
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Figure 26 One-line subtitle using template “above inserts”  

 

Customized subtitle templates can be created for different types of content, with different styles 

and positions, targeting different distribution channels. The image below shows the different 

settings that can be indicated in a subtitle template. 
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Figure 27 Subtitle template settings 

Below we show a number of templates that were created based on DW requirements, after 

communications with editorial and design departments. Users can now simply select one of the 

templates when editing the subtitles in the platform. It is displayed in the plain X platform 

according to the settings. This has resulted in improved quality of the subtitle output and time 

savings for the editor. Whether this then in the end has the same format when exported depends 

on the subtitle export format and the player.    
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 Figure 28 User selecting a template to be applied 

In practice, the workspace manager creates templates specifying certain parameters, and the 

editor can then select the appropriate template. 

4.3.4 Subtitling Quality  

Another enhancement in the use of subtitles is subtitle rules and settings applied to the 

segmentation.  

User feedback and design requirements resulted in a set of rules that should be applied in 

subtitle segmentation, which was gradually expanded during the project. This included, for 

instance, parameters as to the length of the subtitle lines, the number of characters, depending 

on the language and format (horizontal, square and vertical videos), avoiding splitting between 

first and last name, or title and name (Mr. Brown, Dr. Philips). Title/acronym punctuation 

should be distinguished from end-of-sentence punctuation, only the latter should trigger a new 

subtitle line or segment.   

This resulted in changes in the code to improve the layout and structure of the subtitles. This is 

shown to the user as an option between a simple and a grammar ruleset. We have included this 

in the training sessions for the users and explain the difference.  
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Figure 29 User choosing between simple or grammar-enhanced subtitling 

We have made a comparison between the results of the two. Below is an example, showing that 

the grammar option improves the way some named entities are displayed. It is more structured 

and a combination of several preset rules and a grammar-enhanced algorithm.  

With the simple method, the name Mamadou Soro is split and so is the title Director General 

of the Regional Center for University Works. Using the grammar-enhanced option, the names 

and titles are displayed in a more consistent way. 
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Figure 30 Simple subtitle segmentation  

Below is an improved version of the subtitles, using grammar-enhanced segmentation: 

 

 

Figure 31 Grammar-enhanced subtitle segmentation 

Thus, grammar-enhanced subtitling gives overall better results. These have to be combined, 

however, with house-style specific rules, such as DW’s rule that the subtitle should be displayed 

as a pyramid, so the second line should be longer than (or equal to) the first line. These two sets 

of rules (grammar vs house rules) sometimes collide. Yet, it is extremely important to generate 

the subtitles automatically in the best possible way, adhering to the house style, yet showing 

consistency in terms of named entities and grammar, and keeping the need for human post-

editing to a minimum, preferably down to nill. It should result in a better and more customized 

subtitling output. 
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4.4.5 Subtitling Export Formats 

Initially, srt was the only subtitling format. This was good enough at the beginning, as srt 

subtitles were imported into a post-processing and publishing platform and burnt in. However, 

as more users were active and more subtitles were processed, it became apparent that other 

publishing channels and formats were needed. Closed captions are preferred, so one video can 

have subtitles on demand in different languages. Also, srt does not allow any positioning or 

other information, only text and timecodes. Formats such VTT and EBU-STL include 

information on positioning (e.g. above the inserts or at the top of the page), color (colored 

speaker labeling for enhanced accessibility). 

Thus, after exchange with the users from various organizations, the following subtitle export 

formats are now available to the user: 

• Subrip (.srt) 

• WebVTT (.vtt) - With or without styles 

• Plain text (.txt) 

• AVID (.avid) 

• EBU-STL (stl) 

• SRT 

• AdvSS (.ass) 
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Figure 32 The user chooses export options 

Different export formats are shown below: 

 

Figure 33 Several subtitle export formats, resulting from user feedback 
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At DW, we currently use different formats simultaneously, srt is used as the standard output 

format for the content system, EBU-STL is used to forward to external broadcast partners, VTT 

is used for publication to the dw.com website through the CMS. The default in the platform is 

VTT with styles, but DW has requested VTT without styles, as styles are incompatible with the 

current player settings. If we use VTT without styles or srt, positioning information cannot be 

transferred and is handled by the publishing system.  To enable these enhanced settings such as 

positioning, styles that are compatible with the player need to be determined. 

4.4.6 Accessibility 

Enhancing access to and through the plain X tool for people with disabilities has been an 

important aspect from early days on.  

In terms of access to the tool, plain X uses two standards: WCAG and ARIA. WCAG (The 

Web Content Accessibility Guidelines) is a shared standard for web content accessibility for 

individuals, organizations, and governments. Currently, accessibility tests show, that plain X is 

covering these accessibility features: 

• Keyboard Accessibility 

• Text Alternatives (Alternative Text) for non-text content (images, video and audio) 

• Captions for videos with audio 

• Audio description or text transcript for videos with sound and pre-recorded videos 

• Orientation - the platform adapts to portrait and landscape views 

• Focus indication for interactive elements - inputs and modals; focus order 

• Semantic HTML applied to headings 

• Color Contrast 

• Modals follow ARIA patterns 

• Dropdowns, selectors, search, and menu bars are WAI-ARIA compliant 

• Character Key Shortcuts 

Concerning access through the tool, plain x is an Accessibility tool per se, since it creates 

subtitles in a semi-automated manner for vast amounts of data in many languages. DW has 

already committed itself to produce up to 100% of subtitles for all their content in all languages 

by 2025 based on plain X.  
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Future plain X accessibility scenarios to test, refine and evaluate include the following aspects: 

• Automated speaker labeling through diarization (quite advanced status) 

• Colored speaker labeling possible in certain export formats (VTT, EBU-STL, for 

example), using templates  

• Automated voicing in other languages (serving cultures and regions which primarily 

consume media in an oral way as well as vision impaired users speaking another 

language)   

 

 

Figure 34 plain X with diarization and speaker labeling (Speaker 1, Speaker 2) 

 

4.4.7. Collaboration 

Another feature that was added based on user demand after having used the platform is that the 

current setup protects the editor’s privacy, but is too restrictive in terms of sharing content and 

tasks. Task sharing was already possible, but each individual had to be specifically added to the 

task. 

The platform was set up to ensure that the editors have full control of their content and the tasks 

they are working on, but if they become unavailable unexpectedly, the tasks cannot be assumed 
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by a colleague without a workspace manager or team leader having to reassign them to another 

person.  

Thus, after discussions with editorial teams and management, it was decided to change the 

system so that tasks can now be assigned to individuals and to teams. This means the department 

has the option to open up the task to their entire team and they appoint someone internally to 

perform the task. This gives everyone full flexibility, from one individual getting access to an 

entire team. 

We have also started using the guest editor function, whereby tasks can be assigned to remote 

external editors, for instance native speakers in Asia. This leads to an expansion of the 

workforce, a reduction in cost, and the possibility to get tasks done faster.    

 
 

Figure 35 Tasks can now be assigned to teams as well as individuals 
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4.4.8 User Testing Process Enhancement 

With several active instances of plain X, including a live operational platform connected to DW 

infrastructure, continuous user testing is essential. We therefore enhanced the testing and 

assessment process, to make it consistent and reliable.   

As users, we routinely test the plain X platform to ensure that it is free of bugs and that new 

features work as expected. The testing needs to happen every time the platform is updated. This 

can mean that the system needs to be tested extensively multiple times per month by different 

users. As such, we need to ensure that the testing is consistent across users, and the output is 

recorded properly.  

Test Sheet 

To do so, we have compiled a test sheet that describes the different steps to be tested in the 

platform. Each user then chooses a role in the platform to test (e.g. editor or team lead) and 

follows each step as described in the sheet. They then ensure that the feature works as intended 

or make a note of the problem. Once the test sheet is filled in completely, the form is saved in 

a cloud system and the bugs are passed to the developers.  

The form presents in the form of a table, with features to be tested divided in 5 general groups: 

the general functionalities of the platform (e.g. adding an item, creating a team, inviting users) 

and the functionalities of a specific workflow (e.g. creating a transcription, a translation, 

subtitles and voice-over). The form also differentiates between the different user roles, as this 

impacts permissions and thus the availability of features. The test sheet is filled in for each new 

update.  
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Figure 36 plain X Test Sheet 

 

Automated Test Process 

A framework comprising functional tests was established with the objective of identifying 

defects and inconsistencies in the application's behavior. Through the systematic examination 

of various functionalities and scenarios, functional tests play a crucial role in revealing bugs, 

usability issues, and edge cases that may otherwise remain undetected. By addressing these 

issues early in the development lifecycle, we can deliver higher-quality software that aligns 

with user expectations and requirements. 

Moreover, this test suite significantly reduces the time and effort required for manual testing. 

By automating repetitive test cases, such as video uploads on the platform and the generation 

of automated transcripts and translations, tests can be executed more efficiently and swiftly. 

This, in turn, allows for the allocation of freed-up time towards conducting usability testing, 

thereby enhancing the overall quality of the software product. 

We have opted to utilize Selenium as our testing framework due to its open-source nature and 

cross-browser compatibility. Employing Selenium primarily for browser automation tasks, 

we've streamlined processes like signing in, uploading videos from both YouTube and local 
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machines, selecting transcription, translation, and voice-over services, and subsequently 

downloading transcripts in various formats. To maintain consistency in our tests, we 

consistently use the same video. Following test execution, a report is generated detailing the 

number of tests that passed and failed, along with any exceptions thrown. This systematic 

approach enables us to compare results with previous tests and assess the efficacy of our 

processes. 

 

 

Figure 37 Automated plain X Testing 

 

Feedback process 

After each deploy, the platform is tested extensively following the test sheet previously 

described. All detected bugs or missing features are then compiled and translated into tickets to 

pass on to the development team. For this, we have used the platform Trello. It allows us to 

assign tickets, prioritize them, add a detailed description as well as archiving them. 

Each ticket was discussed during weekly meetings between DW and Priberam. 

On DW’s side, users reported bugs and feature requests through Teams. 
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4.4.9 Integration 

The plain X team and editorial and technical teams in DW have worked together intensively to 

ensure the NLP technologies can be used efficiently in-house and connect smoothly with other 

systems, including Hive, Premiere, CMS and OpenMedia. 

Through continuous testing, adaptations and retrials, content is now imported and exported: 

• We can easily export content from OpenMedia (the editorial content system). With a 

single button, video and corresponding manuscript are sent to plain X. A status report 

indicates if the item was successfully exported – also if it was subsequently deleted from 

plain X. 

• When a transcript from an item coming from OpenMedia is processed in plain X and 

set as “done”, the edited transcript is automatically added to the OpenMedia repository 

in DW 

• When a subtitling file is processed in plain X and set “as done”, its srt version is 

automatically sent to the Hive internal system 

• When a subtitling file is set as “done”, a VTT without styles file can be downloaded and 

uploaded to the CMS. This will be further automated in the future. 

• An srt can be exported and easily imported in Premiere for post-processing, for instance 

to do video editing or to add inserts. This will also be further automated. 

 

4.4.10 User Satisfaction Questionnaire 

In order to get feedback on the use of plain X within Deutsche Welle, we sent out questionnaires 

to the somewhat 600 currently registered users in the DW instance of the platform, and so far 

got back 77 responses. 
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Figure 38 plain X User Satisfaction Questionnaire 

We include here the most relevant questions as to the user satisfaction of plain X. 

One question addressed the primary usage of plain X. It asks if they use plain X primarily for 

transcription (Transkription), translation (Übersetzung) or subtitling (Untertitelung), As we can 

see, most of the editors use it for transcription, then subtitling and finally translation. 
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Figure 39  Primary usage of plain X  

The next three graphs give us insights into the satisfaction using transcription, translation and 

subtitling in plain X. It uses a four-level Likert scale:  

• 1 auf jeden Fall = absolutely 

• 2 auf keinen Fall = definitely not 

• 3 eher nicht = rather no 

• 4 eher schon = rather yes 

The following question inquired about their satisfaction with plain X for transcription. Most 

users were quite happy with that function. 
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Figure 40 plain X Satisfaction with Transcription 

The next question asked about their satisfaction as to translation. Here the responses are more 

mixed, understandably, as translation is much more subjective and needs post-editing in most 

cases, and definitely in low-resourced languages. It does mean that we need to look for better 

engines in low-resourced languages, or improve the output with supplementary modules. And 

ensure that we guide the users in which engines get the best results, based on our benchmarking. 

Guiding the users is through setting default engines for the different processes. 

 

Figure 41 plain X Satisfaction with Translation 
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Finally, the graph below asked about user satisfaction with the subtitling. The vast majority is 

quite satisfied with the subtitling. 

 

Figure 42 plain X Satisfaction with Subtitling 

 

Next, we provide some additional feedback that came out of the questionnaire. 

Comments and suggested improvements on transcription: 

Issues: 

• It is very important for the transcription to be able to distinguish the speakers. The tool 

is often unable to do this. It is very time-consuming to make this assignment manually, 

and there are often problems with the automatically generated timestamps.  

• Sometimes plainX recognizes some words incorrectly or sets the period incorrectly.  

• The spacing. Some inserts only last 1 second and I always have to extend the duration 

manually.  

• Sometimes the translation/transcription from Arabic is not correct. I know that Arabic 

is a very complicated language, but I trust that plain X could be developed further  

• The texts are translated incompletely, whole paragraphs are missing. It is much too 

slow. I no longer use it after 2 agonizing attempts, as the transcription on Premiere is 

extremely much faster.  
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• Many words are not transcribed correctly. Questions and answers are mixed. Without 

watching the videos, the transcription is completely incomprehensible.  

• Punctuation  

• Precision, e.g. when recognizing languages other than the set language (e.g. beginning 

and end of foreign-language O-tones)  

• Accuracy  

• Only one transcription language can be selected at a time -> problematic with 

multilingual film material  

• Transcripts always have to be laboriously edited (words not correctly recognized, 

assignment of the various speakers not precise enough, etc.) 

• Speed  

• It is an exception, but one interlocutor speaks very slowly and the tool interprets this as 

a sentence change or point. Perhaps the tool can be recognized algorithmically at some 

point.  

Suggestions: 

• Add export into a Word file 

• Recognize input names (countries, cities, organizations), distinguish voices and match 

them correctly 

• Manual timecode adjustment, speech2text based on the manuscript and AI (without 

manuscript) in one process. E.g. through IN and OUT 
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Comments and suggested improvements on translation: 

Issues: 

• Some languages are translated literally, which distorts the meaning. Colloquial language 

is sometimes translated in an extremely incomprehensible way. 

• The quality really depends on the language. 

• Overall, we need a better translation quality. 

 

Comments and suggested improvements on subtitling: 

Issues: 

• Timecode setting. It's already relatively good for English - but not good enough to work 

without a reviewer. There is still more catching up to do in the other languages.  

• The playback feedback should be more precise to make it easier to adjust the timecodes.  

• Position of the CC for vertical videos need to be improved 

• Most importantly, I would like to see an improvement in the manual adjustment of 

subtitles. A shortcut for skipping back and forth in individual frames would be very 

practical. It would also be very nice if the player display were more synchronized with 

the subtitles. Until now, you have to guess where an original soundtrack begins or ends 

and can't rely on the displays.  

• As I never deal with just one video, but usually a whole series of videos, I think that the 

manual adjustments that are still necessary should be reduced.  

• Handling is difficult. Even with subtitles - the control symbols are very small and 

difficult to respond to. 
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Suggestions: 

• Position of the captions on vertical videos should be flexible to change 

• Add a shortcut to move through the video frame by frame while editing the subtitles. 

And please also add an audio curve so you can better see where the sound starts and 

stops without having to constantly replay the video. That would make editing 

immensely easier and I really miss that about the WinCaps program we used for 

subtitling before plain X was introduced. 

• Also a batch processing would be interesting. 

As we can see from the satisfaction graphs, users are overall quite happy with the platform, in 

particular for transcription and subtitling. Translation is harder to meet expectations or the 

quality they aim at, as translation is very subjective and hard to automate. It will never translate 

it as the translator would do it. This is very different from transcriptoin. Therefore, expectation 

management continues to be a communication we have to work on.  

As for the suggestions and comments, this feedback will definitely be taken into account for 

further development. Some of these issues have already been addressed. Some are a user or a 

network issue, but we will certainly take some of these points with us to further enhance the 

system - and look for solutions.   

 

4.4.11 User Guide 

Guiding a large number of users, especially with varying use cases and levels of technical 

expertise, is a fairly challenging, but extremely important task if we want the users to make the 

most out of such a powerful tool and to use it efficiently. 

The DW plain X team has set up an extensive user guide and puts a lot of effort in maintaining 

it, with updates after every new deploy or in case user inquiries show that a certain feature or 

action is not clear to the users.   

The user guide was initially set up for the DW user group, made available internally through 

Confluence, and explains all components and features in the tool, as well as Deutsche Welle 

practices and integrations with DW infrastructure and systems. Advanced features such as 
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collaboration and review processes, preparing and uploading manuscripts, and exporting the 

appropriate formats for specific publication channels are explained.   

User feedback showed that users are sometimes uncertain about the best approach towards 

certain aspects of the key processes (transcription, translation, voice-over and subtitling). 

Therefore, a specific section on workflows was added, describing the same processes and tasks 

in the platform but from a different, less technical point of view. 

The user guide was also exported from the internal distribution channel as a Word file and 

adapted to be used by users external to DW. It was provided, for instance, to external users of 

the DW Academy, an international training institute for media professionals, and a version was 

prepared for use by (potential) external clients. A copy of the external user guide is attached as 

an annex to deliverable D2.7 (Final progress report on continuous massive stream learning).   

Conclusion: A lot of work has gone into the development of plain X during the entire project 

duration and definitely also the final year. We have succeeded to build a strong platform that 

can do all four processes (transcription, translation, subtitling and voice-over) with relative 

efficiency. 

The work will continue, making the platform more user-friendly, and continue to improve the 

engines or build modules on top of them, and add new providers and engines to get a better 

quality of transcription and translation. We will continue to keep gathering feedback from the 

users to handle change and expectation management and to enhance the platform.  Automating 

the processes takes time and requires close communication with the users. 
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4.4 Diversity Use Case Application 

We established and described the Diversity Use Case Application in Year 1. This is an 

application of the news monitoring use case and assesses the ability of the Monitio platform to 

analyze an arbitrary group of articles with respect to the diversity of their content. We agreed 

upon the metadata that needed to be added and the source and limitations, i.e., use of only 

Wikidata for entities and their added metadata, and a suggestion of fields to be added in the UI.  

In Year 2, this materialized in the form of adding a diversity category in the platform, for named 

entities, based on metadata from Wikidata.  The following fields are added where available: sex 

and gender, country of citizenship, ethnic group, sexual orientation, medical condition, religion, 

educated at, date of birth. These fields can be used for filtering and viewing available 

information. The intended output is statistics on gender (and other minority groups) balance.  

The evaluation focused on obtaining accurate and useful statistics.  Detailed searches revealed 

the level of information that can be obtained on these categories and triggered a discussion of 

what is ethical and permitted in this respect and what the risks are in case of unintended use. 

The “diversity” fields derived from Wikipedia were reduced to 3 specific ones: binary gender 

(only female and male), age and birthplace / geographical origin.  

In Year 3, the Diversity Balance Indicator was further refined, tested and discussed on several 

occasions. An option was developed and integrated to also analyze a single use item.  
 

    

Figure 43 SELMA Diversity Balance Prototype with feature to select (and deselect) individual items 
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After several negotiation rounds with people from the DW Program department, an editorial 

department was found to do a longer test. The department with around 15 people tested for a 

time period of 2 months and used the tool on a daily basis in the context of their editorial 

conference. The feedback was very positive. It helped them to become aware of the kind of 

people they usually select. After considering the data (mostly male, mostly older people in their 

50ies and above) it also helped them to look for a “new” / more diverse set of protagonists: 

featuring more female, more diverse (e.g. people with disabilities), also younger voices for their 

reporting; especially for those news items which were not more or less set by news agencies, 

but for news reports which they produced themselves.  

  

Figure 44 Showing results of the Diversity Balance Prototype for a single news item 

Conclusion: The overall feedback on the prototype was very positive: the handling of it was 

easy to learn and the insights gained were considered very valuable. They said that they used it 

as a “sensitivity” tool, making them aware of how diverse and gender-balanced the people were 

which they had in their program. Over the time span of 2 months, it contributed to selecting a 

more diverse set of people. Although the Diversity Balance Indicator can only provide 

“indications” (only certain attributes are considered including binary gender, age and regional 

distribution by birth and only people also listed on Wikipedia are part of the analysis; plus: the 
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coverage of Wikipedia differs from region to region - India is not well represented, for 

example), it helped to get an impression and an idea of “who is in the news”. Obviously, it 

would be helpful to get a full analysis of all people in the news, not only the ones listed on 

Wikipedia and to extend the tool with a feature to show development over time. 
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4.5 Podcast Use Case Application 

The Podcast Creator Use Case Application is based on a workflow observed initially in DW's 

Brazilian language department. The goal of the use case is to increase the workflow's efficiency 

by supporting the journalist in the production of daily audio news bulletins through SELMA.  

This application uses the functionalities of two subordinate applications, viz. the DW Speaker 

App and the DW Summarizer App described below, to create audio news bulletins. It is a 

macOS App which was evaluated on MacBook computers running macOS Sonoma. 

In Year 1, we established the concept for this use case and initiated contact with editorial users 

that could be involved and set requirements. 

The production of a single news bulletin can be subdivided into the following steps. The table 

shows the duration that is required for each step during the classic, manual process.  

 
Step  What  Approx. duration  
1  Research 5 stories  30 min  
2  Write 5 stories  60 min  
3  Check stories by colleague  25 min  
4  Recording, editing, upload into the system  70 min  
5  Add metadata in CMS, create YouTube video, publish on YouTube  45 min  
6  Create bi.ly links and publish on Social Media (Twitter & Facebook)  15 min  
  Sum  245 min  

Table 3 Traditional Process for Podcasting Use Case 

The work in Year 2 consisted in creating and trying out an automated process to speed up and 

facilitate some of the steps above. It uses speech technology in the form of DW customized 

voices developed by LIA, made available through integration with the SELMA OSS, and a 

newly created Podcast iOS app. This work involved technology partners, such as IMCS and 

LIA, as well as DW project managers and editors from the Brazilian department, native 

speakers used to doing the work in the traditional way. These news stories are produced and 

published twice a day. The SELMA-enhanced module includes a template that streamlines the 

production process for editorial users and automatically inserts basic, recurring components 

such as the introduction and music in between the stories. 
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For this use case, we also assessed the quality of the Brazilian customized voices. More details 

on this are available in D5.2 section 4.9. 

The application already automates the task of creating speech and mixing it with music and 

background tracks. The following screenshot shows the app while synthesizing speech for the 

various sections of a Brazilian news podcast by accessing the API provided through UC0. 

 

 

Figure 45 SELMA Podcast Use Case Automation Template 

The semi-automated process and template was also demonstrated at the SELMA user day 

workshop in October 2022. Two editorial DW departments, in particular the Hindi and the Urdu 

departments tried it out, compared it with their current process, and expressed interest in 

participating in future user trials. 

In Year 3, further improvements were made to the Podcast Creator app, based on previous 

evaluations. In particular, the original iOS app was converted into a macOS app, thus making 

it more accessible to DW’s editorial departments. We involved another editorial team, namely 
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the Urdu team, to further try out the automation template for real production, to assess it in 

terms of gain in effort and productivity.  

The following adjustments were discussed, applied and tested in the final stages: 

• Integration with the Monitio monitoring platform, resulting in an automation of pre-

selecting suitable stories. This was a major change, as it automates the suggestion of 

storylines for the audio news bulletin to be produced. These clustered stories are 

generated with SELMA AI modules. We can set the number of storylines, the source 

language and the time period to be covered for the AI-based clustering. The user can 

choose the preferred storyline format. 

• Enhancements of the summarization itself, so that the journalist has a good starting point 

for adapting a news story to its audio version 

• Enhancements in the audio news bulletin compilation structure. 

 

Figure 46 Screenshot of the Podcast Creator 
 

Finally, the Urdu editorial team assessed the final workflow and output. They looked at it in 

terms of the main benefits: using the app with a template, using synthetic voices instead of 

speakers, the entire automated workflow compared to the manual one, having the editor or the 
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monitoring platform select the items, having the editor write the stories or using and editing the 

SELMA summarization component. 

The conclusion of this team was that they saw the potential to save a significant amount of time 

during the production of audio news in Urdu, notably through the summarization, speech 

synthesis and audio mixing features. They suggested the following further improvements: the 

ability to display right-to-left text and the possibility to insert audio pauses between headlines 

and bulletins, thus supporting the separation of the podcasts' segments. The SELMA 

customized voices for Urdu also need improvements before they can be used in production. 

Other voices are being considered, possibly in conjunction with voice conversion techniques. 

A Deutsche Welle internal pilot project is expected to be launched in the spring of 2024, which 

will further look at implementing and integrating the podcast creator app in its production 

systems. It acknowledges the benefits of the tool and establishes what is needed to make the 

workflows more efficient through the use of the Podcast Creator. Also in focus: what is required 

for a full integration and what further improvements could be done.  
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4.6 DW Speaker Application 

This macOS application called DW Speaker synthesizes speech from text. A large variety of 

languages is available from different engines. The app currently includes voices provided 

through Apple’s operating systems, from Google and Azure through the plain X API, as well 

as SELMA customized voices for Brazilian and Urdu. This macOS App was evaluated on 

macOS Sonoma. 

Through the app UI, text can be copied into the text field and, after selecting the preferred voice 

and activating the voice button, synthetic speech is rendered to generate an audio file with the 

spoken text. 

 

Figure 47 Screenshot of the DW Speaker 

 

This was the main application through which the DW participating native speakers of Urdu and 

Brazilian, who also lent their voices for this part of the project, could listen to the outcome of 
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the voices being developed (cloned) and give feedback and suggestions for improvements. 

After many iterations, we arrived at the current SELMA selection of voices. 

The feedback focused on aspects such as tone of voice, volume, interruptions in speech (due to 

noise, and in particular music, present in the training material that was provided). New versions 

were provided by the developing partner LIA and assessed repeatedly until reaching the current 

quality. The conclusion was that such customization/cloning of voices is feasible, but clean 

training material is highly essential to arrive at good results. The volume of training material 

needed per speaker is at least 10 hours, with voices sounding increasingly acceptable when 

more than 20 hours of training material was used. 

In conclusion, the DW Speaker Application is an easy-to-use tool to use customized synthetic 

voices to automatically generate an audio file with spoken text. In this project, it helped to have 

a simple UI focussed on the single task of generating speech to get fast feedback from our users. 
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4.7 DW Summarizer Application 

The next application is the DW Summarizer, a macOS App that summarizes text. Again, this 

App was created to run on macOS Sonoma.  

The UI is very transparent and smoothly guides the user. We select an engine to be used, drag 

a content item (for instance an article from the DW website) into the text field. The headline 

and body of the text appear in the text field. We currently have the choice between ChatGPT 

Summarization or Priberam’s Summarizer, developed in the SELMA project. The first one 

generates a radio report-style summary and Priberam’s tool creates a mono-lingual summary 

fitting the number of configured tokens. 

The assessment consisted primarily of testing the workflow and suggesting enhancements, for 

instance in terms of structure. We also compared the output of the two service providers 

currently in the platform (OpenAI ChatGPT and Priberam).  

ChatGPT requires a prompt and produces a radio report style summary with three sentences. 

Priberam’s Summarizer does not require a prompt, but works based on the number of tokens in 

the item. 

 
 

Figure 48 Screenshot of the DW Summarizer 
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Our user test group’s conclusion was that the system works smoothly and is fast and easy to 

use. The preferred provider is ChatGPT, as it allows journalists to shape the style of the created 

summary through prompt engineering. Of course, in cases where cost is a concern, as well, the 

necessity to summarize a large number of documents in privacy-preserving context, Priberam’s 

engine beats the other ones, given that we are able to run the model on our own servers. 

In conclusion, the DW Summarizer app turned out to be an easy-to-understand vehicle to 

demonstrate the pros and cons of commercial vs self-developed summarization models. 

 

4.8 DW Avatar Application 

A fourth DW app called DW Avatar was created in collaboration with the DW Lab Project 

"Avatario". A customized DW avatar representing a virtual DW speaker reads news bulletins 

or other content, using a customized synthetic voice, and moving its head, eyes, mouth and 

hands in line with the spoken content. 

 

 

Figure 49 Screenshot of DW Avatar (three views) 

It uses the same speech synthesis code library as the DW Speaker and DW Podcast Creator 

apps. The customized DW Brazilian and Urdu synthetic voices that were trained in the SELMA 
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project are used in this application, in addition to plain X Azure and Google voices, in order to 

have a wider range of voices and languages.   

Conclusion: 

The Avatar application shows how the SELMA speech synthesis code can easily be applied to 

other applications.  
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4.9 NER Component and Topic Detection 

Year 1 determined the process for the technical as well as the user partners in terms of 

developing and training the named entity recognition component. It was agreed that certain 

languages will be targeted, and annotation should be done by native speakers. Training of the 

tool with previously created datasets was initiated. Annotation of some additional languages 

was started, including Ukrainian, Latvian and Russian.  Training of DW project managers was 

started for Arabic.  

In Year 2, the annotation process was streamlined and adapted, based on experiences on the 

first language set. The initial requirement to obtain 4,000 documents in each annotation 

language was revisited and reduced to 50-500, depending on the quality of the pre-annotation. 

This was necessary to keep the effort required for this task manageable and reasonable. A 

generic, multilingual annotator was built based on the first annotation sets, which allows for a 

pre-annotation of datasets in additional languages, thus reducing the need for such a high level 

of human annotation. The final human annotation level differs per language, for instance for 

Dutch, an annotation of 50 documents was sufficient for a very good result. Turkish, on the 

other hand, does not reveal such good results and needs more annotation. Deutsche Welle 

intensified the training and preparation and set up a detailed information package for the editors 

that will be involved in the annotation. This includes a special DW user guide for editors, with 

selected and sorted examples, to make the introduction as smooth as possible. Detailed feedback 

on the initial guidelines and the UI was provided to the annotation linguists. In this reporting 

period, the partners completed Latvian and Dutch, and started Russian, Ukrainian, Turkish, 

Arabic and Urdu. 
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Figure 50 Customized DW Guidelines for NER Annotation Editors 

 

Figure 51 Sample of Turkish NER annotation  
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Year 3   focused on the use of NER and NEL in plain X and especially the Monitio platform 

and the NER API integration and testing through the DW Benchmarking tool. In addition, topic 

detection was also greatly improved.  

Throughout the final project year, various iterations of the Monitio platform and the output and 

enhancements of the named entities extracted and displayed in the tool were assessed. User 

feedback was given to the developers, leading to further enhancements.  

The NER API allows us to do an assessment of the level of named entity recognition when 

running an automated ASR evaluation on a specific transcription engine. More details on this 

integration can be found in the benchmarking section. 

Below is an example of English-language comparative NER evaluation of 7 ASR engines, in 

which we analyzed several documents through the engines listed below. The NER analysis tool, 

hosted by Priberam and accessed by DW via API, provides a Word Error Rate (WER) for each 

text and each engine. This enables us to give users an overview of which ASR engines perform 

better in terms of named entities.   This system is now in use at DW for assessment after an 

engine update or when a new engine becomes available.   

 

Figure 52 Shows an example of English-language comparative NER evaluation of 7 ASR engines 
 

A final assessment of NER was done through the M-PHANTOM module providing a user-

feedback system to assess and correct named entity output from ASR.  
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The standalone prototype M-PHANTOM allows users to correct named entities in a 

transcription and save them in a keyword manager. The transcription uses the Whisper3 model. 

To evaluate the functionality, we selected 4 videos in English and 1 video in French.  

Each video is then transcribed, and users can correct the named entities in the transcript. The 

correction is then automatically identified and added to a database of keywords.  

The transcription results were very accurate for all videos. Only three named entities needed to 

be corrected overall. In the example below, a French transcription, the named entity of 

“Woermann” was spelled wrongly.  

It was corrected, then added to the list of other keywords:  

 
Figure 53 User evaluation in M-PHANTOM user correction model 

 

When the audio is reprocessed, the named entity is detected properly: 

 

Figure 54 User feedback results in a named entity correction 
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During the final reporting period, a new version of the classification module trained with more 

data was deployed in the Monitio platform. The previous version of the model showed 

unexpected behaviors when dealing with very small documents and that was corrected by 

introducing a second model on the pipeline to deal with those cases. The linguist team at 

Priberam evaluated a set of 666 documents in several languages comparing whether the set of 

topics attributed using the old model was better or worse than the last version and the result 

was that 214 documents had a better set of labels using the old and 436 were better using the 

latter, while 16 were indifferent. The next table shows the evaluation for each language. 

 

Language Indifferent Old is better New is better 

ar 2 17 24 

da  18 32 

de 1 13 30 

el  3 22 

en 1 20 31 

es  12 34 

fa  8 33 

fr  16 34 

hu 2 17 30 

it 1 12 33 

ja   1 
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lv  13 27 

pt 2 17 22 

ru 5 15 27 

tr 2 20 21 

uk  13 35 

 16 214 436 

Table 3 User topic detection evaluation 

Conclusion: Fortunately, we have experienced NER, NER and topic detection is improving 

and so are the tools to make it even better. Named entities are still one of the major obstacles 

in transcription, especially in a production environment. We aim at getting an extremely high 

accuracy for transcription, but names are often not recognized or misspelled. NER and NEL 

training, in particular for low-resourced languages, and named entity correction help alleviate 

these problems up to a certain degree. In this period, we evaluated both NER and the 

M-PHANTOM user feedback system in plain X, as well as topic detection improvements in 

Monitio. 
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4.10 Diarization Component 

Deutsche Welle users evaluated diarization as implemented in the plain X platform, introducing 

the function to editors in the context of their productive work. Speaker labels were enabled in 

some ASR engines in the plain X demonstrator. See section 4.3.1 Diarization in this report. 

The Fraunhofer Diarization Component is a standalone component and was mainly evaluated 

by Fraunhofer users and described in D3.7 and D3.8. DW users were able to assess the tool 

through a demo and compare the two systems.  

The plain X diarization and its Fraunhofer counterpart work the same way, at least from the 

user’s point of view. Both provide speaker labels, which are editable, timecodes, and ask for 

the number of expected speakers. The output quality is not perfect, it may occasionally add a 

wrong speaker label or fail to recognise a speaker shift, but overall users were very happy to 

have access to this feature.    

The Fraunhofer diarization tool includes one major additional feature, viz. speaker recognition. 

It has a database of speaker names and attempts to recognize the voice and put a real speaker 

name on each voice when analyzing and annotating a video. In plain X and overall in SELMA 

components and joint platforms, we decided not to include speaker recognition in order not to 

infringe on any privacy rights. Thus, speaker recognition can lead to ethical issues. As the 

Fraunhofer speaker recognition module used only one type of content, namely German 

parliamentary debates as its only source, which is open data and concerns public speakers, such 

as politicians, this data could be used for this additional analysis. It would be of high value to 

the end users if this can be added to the NLP tools, but this would have to be under strict 

guidelines. It also requires careful monitoring, as it is likely that occasionally wrong labels will 

be assigned to speakers, leading to disinformation and wrongly contributing statements to 

speakers. The Fraunhofer tool has a good UI to correct such input, but, as said, close monitoring 

is important.   

Conclusion: Diarization is part of an ASR module and dependent on whether the provider 

includes that feature. The modules that were assessed within SELMA (Fraunhofer’s diarization 

tool and plain X using Azure and Amberscript) showed that this function works quite well and 

it is already in productive use at Deutsche Welle. Expanding the use of labeling to other engines 

is important, so more languages can be covered. 
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Bringing it to a next level by adding automated speaker recognition to diarization is very 

valuable and would be very useful, but this would require strict guidelines to protect privacy 

and avoid disinformation. 
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4.11 MT Components 

Year 1 focused on setting the requirements for MT development and efforts, what is needed, 

what is already available, what should be integrated and what can be achieved within the 

project.  

In terms of integration, we looked at which MT engines are/should be integrated into the 

different platforms in terms of efficiency and cost-effectiveness. UC0 is an open-source 

platform and costs should be kept to a minimum, especially if we want to make it available for 

wide-scale testing. M2M-100 and HuggingFace were selected as basic MT engines, as they 

cover a large number of languages, are fast enough and provide sufficient quality for 

functionality testing. The focus here is not on the translation quality, but on the workflow, 

processes and functionalities. 

 

 

Figure 55 Generic MT engines in the SELMA OSS  
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The plain X platform already offers a choice of MT engines, including DeepL, Google, Azure, 

and Facebook. Specific SELMA MT components will be added, in particular for direct speech-

to-text and even speech-to-speech engines. 

The Monitio platform is less focused on machine translation, but still includes it, to convert the 

content from different languages into the one(s) that the user has defined as the preferred 

language. 

The overall focus of Machine Translation efforts in SELMA is on speech-to-text and speech-

to-speech translation.  

In Year 2, the speech-to-text translation module from the University of Avignon was added to 

the SELMA OSS and the plain X platforms. This allows a direct translation of speech within a 

video from English into French without going to a direct transcription.  

 

 

Figure 56 ASR engines in the SELMA OSS 

This new module was evaluated by DW by testing the functionality in both platforms, to see if 

we actually get the French translation and how smooth the process is. At first, it worked only 

occasionally in plain X, due to integration issues. This feedback was forwarded to the 

developers and the feature was improved.   

The next step was to compare the quality of the output of the traditional process, going through 

a transcription and then a translation, and the new process of going directly from speech to 

target language. Initial testing was done on videos from English into French translated text. 

This evaluation was ongoing in Y2. 

We also did an evaluation of some customized MT engines. Dockerized instances of the 32 

GoURMET MT models for 16 languages (developed within the GoURMET H-2020 project) 
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for some low-resourced languages were adapted, integrated and installed in the SELMA OSS 

to allow for an evaluation of the engines in the platform.  

User evaluation was done at different levels: 

- Texts were selected and ingested in batch into the SELMA OSS via API 

- Back-to-back (reverse) translation for 16 languages was done 

- A subsequent automated evaluation was done with BLEU scoring 

- Reference scripts were created in different target languages 

- BLEU scores were produced for languages which had a reference script 

- Human evaluation was done of the best performing language pairs, based on the BLEU 

scores 

More details of this process can be found in D5.2 section 4.9 on DW NLP Benchmarking. 

The table below shows a comparative analysis with BLEU scores between the available engines 

for the best performing GoURMET-focused low-resource languages covered by DW from 

back-to-back translation evaluation using the SELMA OSS. It allows us to determine the best 

engine for a specific language pair. 

 

Table 4 Comparative MT evaluation in SELMA OSS of selected engines  

In Year 3, we enhanced the benchmarking of the SELMA MT engines through the DW 

benchmarking tool. In this final year, the benchmarking tool itself was greatly improved and 

automated and the plain X API was integrated. This allowed us to do a fast and efficient 

benchmarking of the SELMA engines and compare them to output from other engines. More 

details can be found in this report’s section on benchmarking. 
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Furthermore, LIA’s AST (automatic speech translation, i.e., speech-to-translated text) tool was 

re-evaluated after an update, including some major enhancements. The engine is now stable in 

plain X, works quite fast – at least the speed is comparable to the traditional combination of 

transcription followed by translation.  

The conclusion is that this AST approach is definitely interesting for power MT users. Some 

languages do not have (good) ASR, and some aspects of the original speech can be retained. 

The AST output also includes audio descriptions, such as “laughter”, “piano chords”, “music”, 

etc., which is a major step towards enhanced accessibility if such audio descriptions can be 

automated. They were not perfect - some were missing, others were incorrect, but it is a start 

and good to see this can be generated automatically.  

 

  

Figure 57 Audio descriptions in the speech-to-translated-text module 

The output quality of the SELMA French-English AST could not (yet) compete with the 

traditional method of French transcription followed by a French-English machine translation if 

we can select the best separate engine from a combination of providers as is the case in plain 

X. However, if the quality gets better through training and further development and it is 

enhanced with certain aspects from the original speech, it may be a contender. In particular for 

languages that do not have any or good ASR, e.g. Tunesian, this could offer a very good 

solution. Definitely something that needs to be followed up.  

 



   

 

 

SELMA - D5.3 Final Evaluation Report 90 

 

Figure 58 Benchmarking of LIA’s AST (automatic speech translation) engine  

LIA’s speech-to-speech engine was only available as a stand-alone application and its 

evaluation was managed by LIA. The development status and quality output was not at the level 

required for implementation into one of the user tools.  Development and progress on this 

component can be found in D3.7 (Final report on speech and natural language processing).  

Other assessments in terms of MT from the user point of view concerned the overall MT 

workflow in the platforms, in particular in plain X, Monitio and OSS, as to ease of operation, 

speed, and accuracy.  

In this final project year, the list of engines and providers in plain X was expanded, increasing 

the service offer towards the user. This is especially important for low-resourced languages. 

For instance, the LESAN engine was added for Amharic.   

In Monitio, the translation capacity was increased, enabling MT from all DW languages into 

English, ensuring all DW published items are accessible to anyone within the DW network. 

This was a requirement for continued use of the Monitio platform at DW and it makes Monitio 

into a highly usable platform with transcription and translation for monitoring purposes. 

MT as part of the SELMA OSS is also an essential part of the workflow, regardless of which 

engine is being applied.  A simple, straightforward transcription-translation-voice-over 

workflow as released as open source opens up a lot of opportunities for certain user groups who 



   

 

 

SELMA - D5.3 Final Evaluation Report 91 

do not require a full professional system. User assessment focused on the workflow offered by 

the OSS. Details are provided in the chapter dealing with SELMA OSS.   

Conclusion: The progress we made in terms of machine translation focus on the experimental 

work in terms of STS (speech-to-speech) and AST (automatic speech translation, i.e., speech-

to-translated-text) by LIA. These are definitely interesting and promising areas, but the quality 

of the output is still much too low to be used in a productive environment. Nevertheless, the 

opportunities are there, we are looking forward to more development here. 

MT has also been a major part of our benchmarking efforts, also especially for the new engines 

that were added. Translation quality remains a discussion topic  and benchmarking will play an 

increasingly important role. 
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4.12 ASR Components 

Year 1 work included setting the requirements and priorities and determining what was 

available and what needed to be done. Both the University of Avignon already have some 

transcription tools, for instance for German, English, French, Arabic and Russian. LIA’s main 

aim is to develop a speech-to-translated-text tool and a speech-to-speech tool and incorporate 

the ASR into these processes. The goal of the speech-to-speech translation component that LIA 

is working on is to transfer human-read news segments from one language to another, while 

keeping the original voice’s expressivity. 

FhG’s goal is to apply its ASR to live broadcasting streams, to expand it to selected low-

resourced languages, and work on enhancement modules such as punctuation.  

Development and technical testing was the focus in the first period. 

In Year 2, the user evaluation process was refined and started.   

The user evaluation of speech-to-translated-text is covered in D5.2, section 4.7 on MT 

components. 

We briefly describe the speech-to-speech module here. It has not yet been integrated in the user-

oriented testing platforms plain X and OSS, but users were able to do a first assessment of the 

voices through a specific LIA evaluation application.  

The evaluation’s modus operandi is to play back corresponding pairs of news segments – one 

in the original language and one in the target language. Testers are asked to assess to what 

degree the original voice’s expressivity has been transferred to the target language.  

Two assessments are envisaged, both using the Likert scale. First, the degree of expressivity 

from 1 (‘The target language shows no expressivity’) to 5 (‘The target language shows a human-

like expressivity’). Second, the fidelity of expressivity, which assesses how truthfully the 

original’s expressivity was transferred to the target language, from 1 (‘the target segment’s 

expressivity does not match the original’) to 5 (‘the target segment’s expressivity matches the 

original’). 

During the SELMA User Day in October 2022, Deutsche Welle users did such user testing to 

specifically assess the expressivity from one language into another. 
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In Year 3, we did focused evaluation on the SELMA ASR modules, as well as evaluation of 

ASR as part of the benchmarking process, as described in the special section on benchmarking. 

Specific evaluation of the separate components was done at the technology partner level and is 

described in deliverable D3.7 (Final report on speech and natural language processing). The 

diarization was also a key element of the evaluation of ASR results. This is further described in 

section 4.10. 

LIA’s AST (automatic speech translation, so speech-to-translated-text) module was compared 

with the traditional ASR + MT process and evaluated through use, evaluation and demos in the 

plain X platform (see previous section 4.11) and in the benchmarking tool (see section 4.15).   

 

The benchmarking also includes an evaluation of the French SELMA ASR model. 

 

 

Figure 59 French SELMA ASR benchmarking  
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Below is the analysis of the benchmarking presented in numbers: 

 

 

Figure 60 French SELMA ASR benchmarking in numbers 

 

Deutsche Welle also provided training material to train some of the SELMA ASR engines for 

some low-resourced languages, in particular for Urdu, Bengali and Amharic, for which we 

supplied the technology partners with audio material and corresponding transcripts.  

Conclusion: ASR has made progress and has been evaluated in particular in terms of the ASR 

enhancements of individual language components developed or improved in the project, 

including for Turkish, Russian, Bengali, Brazilian, and Tunesian dialect, as well as the AST 

(automatic speech translation) for French-English with audio descriptions, and improvements 

such as diarization in the demonstrators of Fraunhofer and plain X. 
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4.13 TTS Components 

In Year 1 we set the requirements for customizing synthetic voices for some of DW languages 

through a collaboration between DW and the University of Avignon, and selecting editorial 

departments and specific editors to be involved. 

In Year 2, a total of eight voices of Brazilian DW journalists were cloned to develop the 

Brazilian text-to-speech component. This involved getting approval of the editors and 

collecting a dataset with audio and scripts with voices of the selected editors. These were 

collected by DW and handed over to LIA, who trained synthetic voices using that dataset.  

On several iterations, the voices were assessed by the DW team and feedback was provided to 

the developers in terms of fluency, pronunciation accuracy and natural sound, including on 

interruptions in the output for certain voices, background noises (due to training from real 

content), robotic sounds, etc.. The assessment was repeated with new versions.  The customized 

voices were integrated in the OSS, in plain X and in the podcasting application. Screenshots 

are included in the sections on the OSS and plain X platforms..  

In Year 3, assessment of the Brazilian and Urdu synthetic voices was continued. In 2022, we 

aggregated 100h of audio news material in Brazilian Portuguese to model 9 TTS voices, 

corresponding to the voices of 9 DW colleagues who contributed to the training material. The 

latter ranged from 3 hours to 23 hours per contributor. The evaluation showed that the generated 

TTS audio contained music artifacts, hinting at insufficient segmentation of speech and music 

segments during the training phase. As a consequence, the voices were re-trained in 2023, thus 

producing much cleaner TTS output. The produced speech was still not perfect though, which 

led us to conclude that even more care needs to be put into cleaning up the training material. 

The process was repeated with 10h of audio news material in Urdu at the end of 2023. This 

time, learning from the Brazilian voices, we placed a high emphasis on the separation of speech 

and music while preparing the training material. The resulting voice, 'Afsar', showed itself to be 

free from music artifacts. The voice is now being tested in a news production pilot project. First 

feedback from native listeners revealed that a few vowels, mostly decorated with diacritics are 

still being mispronounced, which lead us to deduce that the voice needs to be re-trained with 

more material, increasing the number of training hours from 10 to 20.    
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Conclusion: Text-to-speech technologies are on the rise and will undoubtedly be common 

practice in the near future for many applications. The voices are becoming so good and options 

for customization make them usable for publication. Deutsche Welle, and many other 

broadcasters, are ready to make them part of their production process. Training and customizing 

the Urdu and Brazilian voices have been a good exercise for the user partner team, learning that 

the technology works, but also where we need to step up to get the quality we stand for. 
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4.14 User Scenario Evaluation 

In Year 1, we defined the use cases and the user scenarios. D1.1 - Use Case Description and 

Requirements has identified 22 scenarios, which are part of our evaluation effort. This relates 

to functionality testing (at platform level) with a specific purpose, namely that of each of the 

scenarios. As stated in the Use Case Description, the scenarios are functional areas identified 

as being relevant to SELMA and based on the personae and workflow descriptions as defined 

during the requirements process.  

Evaluation is aimed at assessing and measuring their usability, accuracy and improvement over 

time.  

In Year 2, all scenarios were active, except for  

• Scenario 5: Generate Breaking News Alert 

• Scenario 15: Highlight Item 

• Scenario 17: Administer System 

• Scenario 22: Apply Corrections 

Table 5 below (User Scenarios) shows the final status in Year 3, listing  the targeted scenarios, 

and provides a brief description for each and the focus of the evaluation. The last column 

indicates if evaluation of the particular scenario was done. 

By the end of the SELMA project, we have implemented and evaluated all scenarios but one, 

viz, highlighting an item for team members in Monitio, which the consortium decided not to 

pursue. The highlight scenario as such was abolished, as its purpose was reached by other 

functions, such as saving items, saving and sharing a view, or using the send report function. 
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User Scenarios in Detail 

# Scenario ID Scenario Description Focus 
Evaluation 

Evaluation 
Y3 

1 Monitor Sources 

SEL-Sc-001 

 

The user and language team specifies 
the input source(s) they wish to 
monitor through the system. 

Functionality Y 

2 Ingest Media 
Item 

SEL-Sc-002 

 

The system ingests media items from 
the sources. 

Functionality Y 

3 Select Media 
Item 

SEL-Sc-003 

The system selects media items and 
shows them to the user based on 
specific preferences.  

Functionality  Y 

4 Detect and Link 
Entity 

SEL-Sc-004 

The system detects an entity and links 
it to other media items or clusters 
from the sources being monitored 
based on preferences specified by the 
user.  

Functionality, 
Accuracy, Gradual 
Improvement  

Y 

5 Generate 
Breaking News 
Alert 

SEL-Sc-005 

The system generates breaking news 
alerts based on the preferences set by 
the user. 

Functionality, 
Relevance  

 

Y 
 

6 Create 
Transcription 

SEL-Sc-006 

The system creates a transcription for 
an individual AV media Item. 

Functionality, 
Accuracy, Gradual 
Improvement  

Y 

7 Create 
Translation 

SEL-Sc-007 

The system creates a translation for an 
individual AV media item. 

Functionality, 
Accuracy, Gradual 
Improvement 

 

Y 

8 View Cluster/ 
Entity 

SEL-Sc-008 

 

The user views the details of a cluster 
and/or an entity.  

Functionality  Y 

9 View Individual 
Media Item 

The user views an individual media 
item in relation to a cluster or entity.  

Functionality Y 
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SEL-Sc-009 

10 Select 
Preferences 

SEL-Sc-0010 

The user sets their preferences in the 
system.  

Functionality, 
Usefulness  

Y 

11 Conduct Search 

SEL-Sc-0011 

The user can search for an item in the 
system. 

Functionality, 
Relevance of 
results 

Y 

12 Save Cluster / 
Individual Media 
Item 

SEL-Sc-0012 

The user can save a cluster or an 
individual media item in the system 
where it is stored for more than a 
predefined set of time. 

Functionality Y 

13 Remove Item 

SEL-Sc-0013 

The user can remove an individual 
item and/or a cluster (with all its 
associated media items) from their 
view. 

Functionality  Y 

14 Train System 

SEL-Sc-0014 

The user can train the system in 
relation to the cluster generation. 

Functionality, 
Accuracy, Gradual 
Improvement  

Y 

15 Highlight Item 

SEL-Sc-0015 

The user can highlight an item to 
make it visible to other members of 
the user’s team. 

Functionality  N* 

16 Generate Trend 
Analysis 

SEL-Sc-0016 

The system carries out a trend 
analysis and presents the results to the 
user. 

Functionality, 
Accuracy, 
Usefulness, 
Gradual 
Improvement 

 

Y 

17 Administer 
System 

SEL-Sc-0017 

The System Administrator carries out 
various activities to administer the 
system. 

Functionality  Y 

18 Group Media 
Items into 
Clusters 

SEL-Sc-0018 

The system clusters media items 
based on the preferences set by the 
user. 

Functionality, 
Relevance and 
Accuracy, 
Usefulness, 
Gradual 
Improvement  

Y 

19 Generate 
Summary 

SEL-Sc-0019 

The system generates a summary for 
each media item. 

Functionality, 
Relevance and 
Accuracy, 

Y 
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Usefulness, 
Gradual 
Improvement 

20 Generate Voice-
Over 

SEL-Sc-0020 

The system generates a voice-over for 
a transcription and/or translation of a 
media item on demand. 

Functionality, 
Accuracy and 
Expressiveness, 
Gradual 
Improvement  

Y 

21 Edit 
Transcription/ 
Translation 

SEL-Sc-0021 

The user can edit and correct the 
transcription and the translation. It is 
possible for 2 users to edit a 
transcription/translation 
simultaneously.  

Functionality, 
Ease of use 

Y 

22 Apply 
Corrections 

SEL-Sc-0022 

The system applies the corrections 
made by the user to the rest of the 
single media item or its cluster as 
defined by the user. 

Functionality, 
Accuracy, Gradual 
Improvement  

Y 

Table 5 User Scenarios in Detail 

*Not pursued, as it is covered by other functionalities 

 

Conclusion: We implemented and enhanced all scenarios – referring to actions in the use cases 

– as foreseen, except for one, highlighting an item, which was deemed unnecessary, as we have 

other options. This shows that the use case demonstrators are very rich in terms of actions. 
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4.15 DW NLP Benchmarking 

DW puts great effort in performing in-house benchmarking (BM) for the major NLP processes 

through direct use by the users, i.e., ASR (automated speech recognition) and MT (machine 

translation). It is important to have full control over which languages we can evaluate when and 

this within a short timeframe. 

In Year 1, we established the benchmarking procedure and prepared the evaluation material.  

This evaluation was started and is currently in process for all 32 DW languages and consists of 

both a human and an automated evaluation. A dataset was selected to serve as a baseline. For 

ASR evaluation, we use up to three videos per target language, the videos are selected from the 

DW archiving system that already has an editorial script. This (manu)script is checked by an 

editor from the corresponding language department to assess accuracy. The automated 

evaluation is then performed by calculating the Word Error Rate (WER). We aim to use 3 

videos for the benchmarking of each target language.  

For the evaluation of MT, we use five videos that have been preselected in English and German, 

with the corresponding transcripts. We then request each editorial department to provide a 

reference text in the target language, sentence-aligned, for each of the videos, from either the 

English or German source transcript. Once we are provided with the reference texts and have 

obtained the output texts from each MT engine, we can do the actual human and automated 

assessment. The BLEU score was selected as a rating score.  

The automated evaluation is supplemented by a user assessment, i.e., an evaluation of the 

quality of the transcription or machine translation output -- for all engines available to the DW 

team for the language (pair) being assessed -- by a native speaker proficient in the source 

language (as well as the target language in the case of MT). A rating is made for different 

aspects, including translation accuracy, punctuation and capitalization, fluency, completeness.  

Human evaluation is done by means of user questionnaires and Likert ratings of 1-5 on user 

satisfaction. 

An initial partial dataset was created to cover a few languages with which the first evaluations 

were done. 
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In Year 2, the reference dataset was expanded to more languages. Editorial departments were 

involved to provide the reference texts, i,e., (1) Check the accuracy of the transcript of the video 

selected in their target language against the audio content and (2) Provide a human translation 

for the English or German text of the five selected reference videos. Delivery of the edited 

content depends on the availability of the editors in the different language departments. Editors 

were asked to provide one ASR file and the first MT reference text as a priority, so the 

evaluation for their target language could be started. In this reporting year, editorial reference 

material was produced for Kiswahili, Serbian, Pashto, French, Spanish, Portuguese, Arabic, 

Indonesian, Urdu, Chinese, Bengali, Russian, Turkish, Ukrainian, Macedonian, Persian, Polish. 

The list of NLP tools was expanded to include: 

• 5 for ASR: Amberscript, Google, Azure, Speechmatics, and most recently Whisper 

• 6 for MT: Google,  Azure, Facebook, DeepL, eTranslation, GoURMET  

We also asked the editors (native speakers) to assess the output of all available MT output and 

provide their feedback using the user questionnaire which was set up for this purpose, providing 

a satisfaction rating of 1 to 5.  For some languages this meant evaluating up to 40 MT output 

texts, e.g. 5 texts in 4 tools (for instance Google, Azure, DeepL, Facebook) from two source 

languages (English and German).   

We also did back-to-back translations for all languages, so that we can do a comparative 

analysis even if no reference text is available (yet). This provided us with a basic evaluation of 

MT output of the different MT engines. It compares the English input and output text after an 

automated translation from English into the target language and then translating that output text 

back into English using the same provider, for instance Azure MT into English and translating 

that output back into English with Azure.  This is also shown in Figure 1. 

The automated evaluation process was refined, and it was decided to expand the  MT automated 

ratings  to three metrics for each language pair: BLEU, chrF and TER (Translation Error Rate). 

This provides a more reliable evaluation output. 

To support the automatic evaluation of both ASR and MT tasks, the development of a web 

application was started and a first version is ready and in use. This tool allows users to upload 

both reference and output texts, calculate the metrics and store results into a database. The user 
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can also  obtain MT engine output from a source text directly and perform the automatic 

evaluation for MT if a reference text is available.  

In addition to ASR and MT, we  did some benchmarking on speech synthesis. This is explained 

in D5.2 section 4.9. 

In Year 3, the Benchmarking (BM) web application was enhanced. The dataset was expanded, 

user evaluations were done and the benchmarking process was automated. 

The procedure for the automated assessment enables a very fast and consistent evaluation, 

which is essential in case of updates or newly available engines.  

We also explore ways of providing automated support for human evaluation of ASR and MT, 

with an analysis of the user input coming from the user questionnaires, making the process 

much faster and reliable. 

We further expanded the reference dataset and additional editors were involved, native speakers 

of the target language.  

The main work was the automation of the process and the development work that this entailed.  

The BM process is now well established and structured with most of the NLP processes at least 

partially automated. 

Below we describe the current BM process.  

Automated Speech Recognition  

To evaluate ASR engines, we use two metrics: the Word Error Rate (WER) and the Named 

Entity recall (NER).  

The WER counts the numbers of insertions, deletions and substitutions in the hypothesis 

transcript compared to the gold standard.  

In the Benchmarking platform, the WER is calculated using the open-source library jiwer.  

The NER recall indicates how many named entities have been correctly transcribed in the 

hypothesis transcript. This metric uses the MONITIO API for named entity recognition.  

  

In the SELMA BM platform, the user needs to upload the gold transcription and the hypothesis 

transcription. 
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Figure 61 ASR BM Upload Screen 

  

Users can also evaluate the hypothesis transcript manually and review the quality of the engine 

in the platform.  
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  Figure 62 Human Evaluation for ASR BM  

 

The results are directly displayed in the platform. Users can choose to visualize the results of 

the automatic or manual evaluation based on 1) the provider, or 2) the language.  
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Figure 63 Display of Automated BM Results for ASR 

 

Below is a screenshot of how the human ASR evaluation results are shown in the user 

interface for benchmarking. 

 

 
Figure 64 Display of Human BM Results for ASR 

 

 

Machine Translation 

To evaluate translation engines, we use 3 metrics: the BLEU score, the character-level F-score 

(chrF) and the Transcription Error Rate (TER). These scores are calculated independently.  
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The BLEU score measures how similar the hypothesis translation is to the gold text based on 

the sequence of words. The chrF is similar to the BLEU score but is based on the sequence of 

characters between the hypothesis and the ground truth. The TER score measures how much a 

human would have to edit the hypothesis text to match the reference.  

In the benchmarking platform, these metrics are implemented using the SacreBLEU library 

(https://github.com/mjpost/sacrebleu). 

  

In the SELMA BM platform, the user can choose to upload the reference text of their choice or 

choose a reference text from the available ones. The user can then upload the output translation 

in the chosen target language manually or request the translation from one of the providers 

available through the platform.  

 

Below is an image of the Benchmarking Tool with MT input screen with source language 

information. 

 

 
Figure 65 MT BM Upload Screen – source language 



   

 

 

SELMA - D5.3 Final Evaluation Report 108 

And this is a view of the input screen for the target language. 

 

 
Figure 66 MT BM Upload Screen – target language 

 

Users can also evaluate the quality of a translation manually in the platform. They can choose 

to evaluate a translation from an external source (i.e., a text locally saved) or choose one of the 

evaluations already present in the system. The text in the source language and the text in the 

target language from an engine will then appear side by side in the platform, allowing the user 

to fill in the question while reading the translation. 
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Below we see the start input screen for human evaluation of machine translation output. 

 

  
Figure 67 Human Evaluation Questionnaire for MT BM 

 

Next the information that needs to be provided for human evaluation of MT output. 

 

 
 Figure 68 Human Evaluation for MT BM input 
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The image below shows how the evaluator enters his assessment, using a ranking of different 

aspects of the translation. 

 

 
Figure 69 Human Evaluation for MT BM  - Ranking 

 

The results are displayed immediately in the platform. The user can choose to visualize the 

results of the automatic or manual evaluation based on 1) the language pair or 2) the source 

language and provider. Below we see how the results of automated MT evaluation is presented. 

 

 
Figure 70 Display of Automated BM Results for MT 
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Next we show how the results of a human MT evaluation is presented. 

  

 
 Figure 71 Display of Human BM Results for MT 

 

Voice-Over 

There are no metrics to evaluate a synthetic voice. The evaluation needs to be done manually. 

For this, users are asked to listen to a voice and fill in a given form.  

However, for high-resourced languages, this task becomes time-consuming and frustrating, as 

for one provider and one language, we can have more than 20 voices to evaluate. Although the 

evaluation of a single voice is important when developing synthetic voices, the use case for DW 

focused on answering the question: “which voice is the best for a certain language and variant?”. 

To answer this, we have decided to ask users not to evaluate a voice, but to rank them within 

the same language and variant. We also distinguish between female and male voices.  

Once the user selects which language, variant and gender they want to evaluate, the system 

displays two audio files with the corresponding text. After playing the audio, the user then 

decides which voice is best between the two and clicks on it.  

The next step is to complete the development to have this saved in the system, and then have it 

display two new voices to compare, until all voices have been compared at least once between 

each other. Each comparison is then saved individually, so the user can leave the evaluation at 

any time.  
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Figure 72 Comparative Human VO BM 

The manual evaluation of a single synthetic voice is also possible in the platform. The user 

needs to select the language, variant and gender and the system then displays the available audio 

files. Once an audio file selected, the user is able to listen to the synthetic voice while filling in 

the questionnaire.  
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 Figure 73 Manual Human Assessment of a VO  
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Figure 74 Manual Human Assessment of a VO – Input Screen 

 

Conclusion: 

The benchmarking tool and process has made tremendous progress over the past year and can 

now be used for fast and efficient automated evaluation of new or updated engines or to provide 

a new comparison of engines upon request. It will continue to be expanded with more reference 

texts in its database and is therefore a living system.  
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5. Timeline 

We are in line with the estimated timeline that was set in D5.1 - Evaluation Plan.  

 

Figure 75 Broad Timeline of Evaluation Activities Planned 

Timeline Legend: 

• D = deliverable 

• SC = scalability testing 

• SW = software release 

• UE = user evaluation (usability) 

• UD = user day 

 

Software releases and user evaluation ware done as planned. Our first SELMA User Day was 

held on 12 October 2022 in Bonn. The second (on-site) User Day was on 14-15 November 2023 

in Avignon. Our final (virtual) User Day was on 21 March 2024.  
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6.  Conclusion  

This document follows up on D5.2 - Evaluation Plan, describes the evaluation activities in Y3 

of the SELMA project and provides an overview of the evaluation over the entire project period. 

It combines contributions from all consortium partners and relates to other deliverables, 

including D1.1 - Use Case Descriptions and Requirements, D1.4 Final Prototype Report, D2.7 

- Final progress report on continuous massive stream learning, D2.8 - Final release of 

continuous massive stream learning tools, D3.7 - Final report on speech and natural language 

processing, as well as D3.8 - Final release of speech and natural language processing tools, 

D4.4 - Final platform release with full continuous massive stream learning capabilities.  

It provides an update of the list of components that were evaluated.   

In this phase, technical evaluation focused on the final modules and platforms of all 

technologies developed in SELMA, including ASR enhancement, diarization and speaker 

recognition, speech-to-translated-text, speech synthesis, NER/NEL, summarization, integration 

of demonstrators and orchestration. 

User assessment efforts targeted benchmarking of transcription, translation and voice-over 

engines, NER analysis, speech-to-translated-text, usability evaluation of the three primary 

demonstrators plain X, Monitio and the OSS, and the use case applications on speaker, 

podcasting and diversity. 

This D5.3 Final Evaluation Report uses input from D5.1 - Evaluation Plan and D5.2 Interim 

Evaluation Report. 

The evaluation shows that the language technology components developed within plain X are 

state of the art and reveals how fast such language technologies improve. The SELMA 

integrated platforms and Use Case Applications demonstrate their potential and show how they 

perform in a productive environment or at least have been trialed there. It also proves how 

industry as well as the academic world benefits from such research and innovation work.  
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Annex 

Acronyms 

Below is a list of acronyms that are used in this deliverable. 

Acronym Expansion 

API  Application Programming Interface  

ASR  Automated Speech Recognition  

AST Automatic Speech Translation 

BBC  British Broadcasting Corporation  

BLEU  BiLingual Evaluation Understudy (measurement for MT)  

BM Benchmarking 

chrF Character n-gram F-score (measurement for MT) 

Dx  Deliverable x  

DW  Deutsche Welle  

EBU  European Broadcasting Union  

FhG  Fraunhofer Gesellschaft  

FTI  Fast Track Innovation  

IMCS  Institute of Mathematics and Computer Science  

KPI  Key Performance Indicator  

LIA  Laboratoire Informatique d’Avignon  

Mx  Month x  

MSx  Milestone x  
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MT  Machine Translation  

NEL  Named Entity Linking  

NER  Named Entity Recognition  

NLP  Natural Language Processing  

NYT  New York Times  

OSS (SELMA) Open-Source Software 

PRIB  Priberam  

RAI  Radiotelevisione Italiana  

RIA  Research and Innovation Action  

SC  Scalability Testing  

Sc  Scenario  

SEL  SELMA  

SELMA  Stream Learning for Multilingual Knowledge Transfer  

SW  Software Release  

SWR  Südwestrundfunk (German broadcaster)  

TER Translation Error Rate (measurement for MT) 

ToC  Table of Contents  

TRL Technology Readiness Level 

TTS Text-to-Speech 

UCx Use Case x 

UD  User Day  

UE  User Evaluation  
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UI  User Interface  

UX User Experience 

WCAG Web Content Accessibility Guidelines 

WER  Word Error Rate (measurement for ASR) 

 


